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RESUMO

A interoperabilidade semantica € um dos principais objetivos a serem alcangados por sistemas
distribuidos e abertos baseados em conhecimento. Atualmente, a tecnologia mais adequada
para realizar essa tarefa é representada por ontologias. No entanto, a grande capacidade de
representacdo do modelo ontoldgico € dificultada pelo problema da heterogeneidade seméantica
que afeta o consumo de mais de uma ontologia na mesma aplicacdo. A solu¢@o mais usada para
superar esse problema € encontrar um alinhamento entre as ontologias com base no processo de
alinhamento de ontologias. Como o alinhamento de ontologias se tornou uma questao-chave para
resolver problemas de heterogeneidade semantica, varios pesquisadores propuseram diversas
técnicas que podem ser usadas em cendrios distintos. Meta-alinhamento de ontologias é um
subproblema relacionado ao processo de selecdo dos algoritmos, pesos e alinhadores mais
apropriados em diferentes cendrios de alinhamento. Meta-alinhadores de ontologias alcancaram
bons resultados em pares de ontologias com diferentes tipos de heterogeneidades. Embora
surjam a cada ano novas abordagens para meta-alinhamento de ontologias, ainda hd muito a
aprender sobre os métodos existentes. Este trabalho apresenta uma andlise experimental do
problema de meta-alinhamento de ontologias. Primeiramente, foi realizado um mapeamento
sistemadtico da literatura para entender a sequéncia de etapas necessdrias para a construcao de uma
solucdo, além de como o problema pode ser modelado e quais sdo as principais técnicas utilizadas
pelos pesquisadores. Os resultados desse mapeamento foram utilizados na constru¢do de um
framework para simplificar a experimentacgdo cientifica em meta-alinhamento de ontologias.
Nesse contexto, foi possivel estudar o comportamento e as caracteristicas de varias técnicas
comumente usadas em cada etapa do workflow. Os resultados mostraram que, quanto mais
caracteristicas das entidades puderem ser capturadas pelo conjunto de medidas de similaridade,
maior a acuricia do modelo. Também foi possivel observar o bom desempenho e acuricia
das meta-heuristicas baseadas em otimizacdo local quando comparadas as meta-heuristicas
de otimizac¢ado global. Experimentos com diferentes fungdes objetivo mostraram que métodos
semi-supervisionados podem reduzir o tempo de execu¢do do experimento, mas, por outro lado,

trazem maiores variagdes no alinhamento resultante. 2

Palavras-chave: Meta-alinhamento de Ontologias. Ontologias. Meta-heuristicas. Web Semantica.
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ABSTRACT

Semantic interoperability is one of the main objectives to be achieved by distributed and open
knowledge based systems. Nowadays, the most appropriate technology to accomplish this task
is represented through ontologies. However, the great representation capacity of the ontological
model is hindered by the problem of semantic heterogeneity that affects the consumption of more
than one ontology in the same application. The most used solution to overcome this problem is to
find an alignment between the ontologies based on the ontology matching process. As ontology
matching has become a key issue to solve semantic heterogeneity problems, several researchers
have proposed diverse techniques that can be used in distinct scenarios. Ontology meta-matching
is a sub-problem related to the selection process of the most appropriate algorithms, matchers and
weights in different matching scenarios. Ontology meta-matching approaches have achieved good
results in pairs of ontologies with different types of heterogeneities. Although new approaches
to ontology meta-matching emerge each year, there is still a lot to learn about existing methods.
This work presents an experimental analysis on the ontology meta-matching problem. First,
a systematic mapping of the literature was conducted in order to understand the sequence of
steps necessary to build a solution, furthermore, how the problem can be modeled, and what
are the main techniques used by the researchers. The results of this mapping were used in the
construction of a framework to simplify scientific experimentation in ontology meta-matching.
In this context, a study was carried out to analyze the behavior and characteristics of several
techniques commonly used at each stage of the workflow. Results showed that, the more
characteristics of the entities that can be captured by similarity measures set, the greater the
accuracy of the model. It was also possible to observe the good performance and accuracy
of local search based meta-heuristics when compared to global optimization meta-heuristics.
Experiments with different objective functions have shown that semi-supervised methods can
shorten the execution time of the experiment but, on the other hand, bring greater variations in

the resulting alignment.

Key-words: Ontology Meta-Matching. Ontologies. Meta-heuristics. Semantic Web. Supervised
Learning. Unsupervised Learning.






LIST OF FIGURES

Figure 1 — Schematic of steps taken in the research conduction divided by chapters . . 24
Figure 2 — Classification of the similarity measures . . . . . . .. ... ... ..... 29
Figure 3 — Systematic mapping conduction . . . . . . . . . .. .. .. ... ... ... 35
Figure 4 — Number of mono-objective and multi-objective approaches among the articles

found by the systematic mapping . . . . . . . . .. ... ... 35
Figure 5 — Total articles found in the systematic mapping divided by country . . . . . . 36
Figure 6 — Citations graph between the articles of the systematic mapping . . . . . . . 38
Figure 7 — Citations graph explanation . . . . . . . .. ... ... .. .. ....... 39
Figure 8 — Percentage of each type of similarity measure peryear . . . . . . ... ... 42
Figure 9 — Number of articles using weight-based and correspondence-based modeling 48
Figure 10 — Mono-objective/multi-objective and supervised/unsupervised approaches

overtheyears. . . . . . . . . . L 50
Figure 11 — System architecture, representing the execution flow that starts in the Manager

and ends in the analysis of the data using the Statistics module. The dashed

line represents the provenance data flow while the continuous line represents

the flow of the data that will be consumed for the alignment construction.

Orange colored blocks represent the processing modules, responsible for

carrying out the activities that will create the final alignment. . . . . . . . . 62
Figure 12 — Data Flow of the meta-matching process, showing the confidence calculated

by each similarity measure for each pair of entities, the aggregated confidence

calculated by the Optimizer, and the alignment chosen by the Correspondence

Selectormodule . . . . . . .. ... 70
Figure 13 — Starting classes of the PROV-O ontology . . . . . ... ... ... ..... 73
Figure 14 — Provenance Model for Ontology Meta-Matching. The model starts by captu-

ring the definition of the experiment, followed by the calculation of weights,

calculation of the similarity matrix, definition of the alignment and, finally,

the alignment evaluation. . . . . .. ... .. ... ... ... ... ..., 73
Figure 15 — Provenance RDF-based OutputFile . . . . . . .. ... ... ... ..... 74
Figure 16 — Configurations created for evaluation. Each yellow container represents a

processing module, the white balloons represent the algorithms used in each

module. The name of the configurations used in the experiments are in the

greyrectangle. . . . ... L. L 75
Figure 17 — Mean time in seconds for all experiments in all testcases . . . . . ... .. 78
Figure 18 — Mean F-measure (horizontal line) and standard deviation of the mean F-

measure samples (vertical line) for each experiment model for each test

CASE . v v e e e e e e e e e e e e e e e e 79
Figure 19 — Percentage of each type of similarity measure peryear . . . . . . . ... .. 85

Figure 20 — Amount of Unsupervised vs Supervised/Semi-supervised approaches per year 86



Figure 21 — System Architecture . . . . . . . . . ... ... 87

Figure 22 — DataFlow . . . . . . . .. .. ... e 91
Figure 23 — Configurations created for evaluationof H1 . . . . . . ... ... ... .. 92
Figure 24 — Configurations created for evaluationof H2 . . . . . . ... ... ... .. 93
Figure 25 — Configurations created for evaluationof H3 . . . . . . ... ... ... .. 94
Figure 26 — Configurations created for evaluationof H4 . . . . . . . ... .. ... .. 94
Figure 27 — Best F-measure rate for each H1 model, for each testcase . . . . . ... .. 97
Figure 28 — Mean runtime in seconds of each model for each testcase . . . . . . . . .. 97
Figure 29 — Mean runtime (seconds) of each H2 model for each testcase . . . . . . .. 99
Figure 30 — Mean runtime (seconds) of each H3 model for each testcase . . . ... .. 101

Figure 31 — Mean F-measure and deviation of H3 linear system based experiment models 102
Figure 32 — Mean F-measure and deviation of MatchFm based experiment models . . . 103

Figure 33 — Mean runtime (seconds) of each H4 model for each testcase . . . . .. .. 104



LIST OF TABLES

Table 1 — PICOElements . . . . . . . .. .. . .. i 32
Table2 — PICO Keywords . . . . . . . . . . . . . . .. . i 32
Table 3 — Amount of retrieved papers from each repository . . . . . . ... ... ... 34
Table 4 — Authors’ names and number of publications . . . . . .. ... ... ... .. 36
Table 5 — Publishing Vehicle Types . . . . . . . . . . . . ... ... ... .. ..... 39
Table 6 — Most PopularJournals . . . . . .. ... ... ... ... ... .. ... 39
Table 7 — Most Popular Conferences . . . . . . ... ... ... ... ... ...... 40
Table 8 — Most commonly used similarity measures grouped by technique classification 40
Table 9 — Metaheuristics used in OMM literature . . . . . . . ... ... ... .... 43
Table 10 — Representationmodels . . . . . . . . . ... .. ... L. 47
Table 11 — OAEI Datasets . . . . . . . . . . . . . i 50
Table 12 — F-measure values in OAEI datasets. . . . . . ... ... .. .. ....... 52
Table 13 — Similarity Measures Available . . . . . ... ... ... ... .. ...... 63
Table 14 — Genetic Algorithm Configuration . . . . . . .. .. .. .. ... .. .... 75
Table 15 — GRASP Configuration . . . . . .. ... .. ... ... ... ........ 76
Table 16 — Precision, Recall, and F-measure rates for the four experiment models . . . . 76
Table 17 — Jaccard, Overlap, and Dice Coefficients for test number 301 . . . . . .. .. 77
Table 18 — Similarity Measures . . . . . . . . . . . . . 88
Table 19 — Objective Functions Available . . . . .. .. ... ... ... ... ..... 90
Table 20 — F-measure rates for the four experimentmodels . . . . . . .. ... ... .. 96
Table 21 — Jaccard Coefficient for H1 test number209 . . . . . .. .. ... ... ... 96
Table 22 — Jaccard Coefficient for H1 test number 258 . . . . . .. ... ... ... .. 96
Table 23 — Comparison of SBL + TB with literature approaches in terms of F-measure . 98
Table 24 — F-measure rates for the four experiment modelsof H2 . . . . . .. ... .. 99
Table 25 — F-measure rates for the six experiment modelsof H3 . . . . ... ... ... 100
Table 26 — F-measure rates for the two experiment modelsof H4 . . . . . . . .. .. .. 104

Table 27 — Listof papersused in Figure 6 . . . . . . .. ... .. ... ... ...... 109






LIST OF ACRONYMS

CS Computer Science
GA Genetic Algorithm
GRASP Greedy Randomized Adaptive Search Procedure

MOEA/D Multi-objective Evolutionary Algorithm based on Decomposition

NSGA-II Non-dominated Sorting Genetic Algorithm-II

OAEI Ontology Alignment Evaluation Initiative
OM Ontology Matching
OMM Ontology Meta-matching

OMOPSO Optimal Multi-Objective Particle Swarm Optimization

PICO Population Intervention Comparison and Outcomes
PPA Prey-Predator Algorithm

PSO Particle Swarm Optimization

SA Simulated Annealing

SPEA2 Strength Pareto Evolutionary Algorithm 2






1.1
1.2
1.3
1.4

2.1
2.2
2.3
2.3.1
2.3.2
24
2.5
2.5.1
2.5.2
2.5.3

254
2.5.5
2.5.6
2.5.7
2.5.8
2.6

2.7

3.1
3.2
33
34
34.1
34.2
343
344
34.5

SUMMARY

INTRODUCTION . . .. it ittt i ettt ettt et et n e as 20
OBJECTIVES . . . . e 21
ONTOLOGY META-MATCHING . . . . ... ... ... ... ...... 21
CHAPTERS OVERVIEW . . . . . . .. . ... ... . . 23
CONTRIBUTIONS . . . . . e e e e 24
MANUSCRIPT 1: LITERATUREREVIEW . .............. 26
INTRODUCTION . . . . . . .. e e e e e 26
ONTOLOGY MATCHING . . . . . . . . . et 27
RELATED WORKS . . . . . . . . . 28
Ontology matching reviews . . . . . . ... .. ... ........... 29
Ontology meta-matching reviews . . . . . .. ... ... ......... 30
RESEARCHPROTOCOL . . . . . . .. . ... i 31
MAPPING REPORT . . . . .. . ... . . . ... . .. 34
RQ1: How many studies were published over the years? . . . . . . . .. 34
RQ2: Who are the most active authors in the area? . . . . . . . .. . .. 36

RQ3: Which publication vehicles are the main targets for research pro-

duction in thearea? . . . . ... ... . ... ... L. 37
RQ4: What are the most common similarity measures used? . . . . . . . 39
RQS5: What are the main optimization meta-heuristics used? . . . . . . 41
RQ6: How have solutions been represented? . . . . . . . ... ... ... 46
RQ7: What are the main objective functions? . . . . . . ... ... ... 48
RQ8: Which datasets has been used for OMM evaluation? . . . . . . . . 50
THREATS TO VALIDITY . . . . . . . . . . i 53
CONCLUDING REMARKS . . . ... .. . o . 53

MANUSCRIPT 2: A FRAMEWORK FOR OMM EVALUATION ... 55

INTRODUCTION . . . . . . e e e e 55
PROBLEM STATEMENT . . . . . . . . . . . ... . . 56
RELATED WORK . . . . . . . . .. o 58
PROPOSED APPROACH . . . . . . ... .. . .. . 61
Manager . . . . . . . . ... e e 62
Modeling . . . . . . ... . 62
Optimization . . . ... ... ... ... ... ... . 63
Correspondence Selection . . . . . . . ... ... ... .. ........ 69
Statistics Generator . . . . . .. ... Lo 69



3.4.6
3.5
3.6

4.1
4.2
4.3
4.4
44.1
4.4.2
4.4.3
4.5
4.6
4.6.1
4.6.2
4.6.3
4.6.4
4.7

5.1
5.2

Provenance Collector . . . . . . . . ... ... ... ... ... ... 71
EVALUATION . . . . . . . e e e 73
CONCLUSIONS . . . . e e e e e s e e 77
MANUSCRIPT 3: EXPERIMENTAL RESULTS . ... ......... 80
INTRODUCTION . . . . . . . . e e 80
RELATED WORKS . . . . . . .. . e 81
HYPOTHESIS DEFINITION . . . . . . ... ... ... ... ....... 84
ONTOLOGY META-MATCHING EXPERIMENTATION FRAMEWORK 87
Modeling . . . . . ... . .. 88
Optimization . . ... .. ... ... .. ... ... ... .. . ... . 89
Correspondence Selection . . . . . .. ... ... ... .......... 920
EXPERIMENTAL PLANNING . . . . . .. . .. ... ... .. ...... 92
EXPERIMENTAL RESULTS . . . . . . ... . ... . ... ... ..... 94
H1l Evaluation . . . . . .. ... ... ... ... .............. 95
H2 Evaluation . . . . . . . ... ... ... ... ... .. .. ... 97
H3 Evaluation . . . . . . . .. ... ... ... ... ... .. ... ..., 98
H4 Evaluation . . . . . . . . .. .. ... ... . 100
CONCLUDING REMARKS . . . . .. .. .. . .. . . ... 102
CONCLUSIONS . .o ittt ettt ittt et e s n et aas 106
LIMITATIONS . . . . . . . e e e 107
CONTRIBUTIONS . . . . . . e e e 108

REFERENCES . . . . . i i ittt it ittt iiieeen 110



19



1 INTRODUCTION

The progress of information and communication technologies is revolutionizing the way
people interact with each other. New software appears every day and the need for speed in the
exchange of information keeps pace with technological development. In this context, the Web
appears as a large knowledge base concentrating data published by different agents, human or

non-human.

For many years the biggest problem faced by applications that aimed to consume and
exchange this data was the lack of metadata and structures that would facilitate the semantic
interoperability. According to (ACAMPORA et al., 2013a), semantic interoperability is the
capability of two or more information systems to meaningfully and accurately put the exchanged
data into a common understanding so as to produce useful outcomes. Semantic interoperability is
a fundamental feature of all open knowledge based systems that, once achieved, enables machine

interpretation, computable logic and inference.

As a result of the procedures provided by the Semantic Web (BERNERS-LEE et al.,
2001), ontologies have become the best recognized technology for assigning well-defined
semantic meaning to the data (ACAMPORA et al., 2013a). However, ontologies are developed
by people and organizations with different purposes, which means that the way of expressing the
semantics of the data may diverge either in nomenclature, level of specification or structure of
relationships. This means that although two ontologies describe the same domain of knowledge,
at the computational level they are distinct structures, giving rise to a new problem of semantic

heterogeneity.

To overcome this problem and take advantage of ontological modeling, the solution
found is the so-called ontology matching (OM) process (EUZENAT; SHVAIKO, 2013). This
process leads two heterogeneous ontologies into a mutual agreement by detecting a set of corres-
pondences, called alignment. Ontology matching is a complex problem and its characteristics
allow it to be approached by several computational techniques. Due to the high heterogeneity of
the ontologies, there is no technique that stands out from the others in all aspects (XUE; TANG,
2017).

As many computational solutions can be used, comparing different approaches can be
a challenging task due to the need for a comparison criterion. To coordinate and monitor the
progress of OM research, the Ontology Alignment Evaluation Initiative! (OAEI) provides a set
of datasets that can be used by researchers. OAEI also proposes an annual campaign to verify
the quality of the solutions found by each tool. The OM problem is very wide, encompassing
different types of semantic relations and other characteristics that hinder the development of a
tool that is generic enough to obtain good results in all types of particularities, making researchers

choose to work with sub-problems of the area. A sub-problem can be associated with the search

I http://oaei.ontologymatching.org/
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for specific semantic relations, or with finding an algorithm that enhances the results of a
processing step, for example. Researchers generally choose to use the OAEI dataset that best

suits the sub-problem they aim to solve.

Ontology meta-matching (OMM) approaches are a specialization of ontology matching
and have achieved good results in pairs of ontologies with different types of heterogeneities.
OMM approaches seek to select the appropriate algorithms and their associated weights and
thresholds (MARTINEZ-GIL; ALDANA-MONTES, 2012), in order to deliver an adaptive
computational solution capable of achieving accurate results when facing different types of hete-
rogeneities. In this scenario, it is common to find approaches based on evolutionary algorithms,
which in recent years are appearing as the most suitable methodology to address the OMM
problem (XUE; PAN, 2018).

Even with a well-defined workflow and consolidated datasets like those of OAEI, com-
paring OMM approaches can still be a challenging task, since it is necessary to define a set of
algorithms, combination methods and other variables that will be used at each execution step
of the workflow. As it is a process that requires several steps to build the final solution, the
challenge is to identify which computational solution proposed by the researcher has made the

greatest contribution in building an alignment and, in fact, represents research progress.

1.1 OBIJECTIVES

There are several ways to address the problem, for example, through local optimization
meta-heuristics (MOHAMMADI; HOFMAN; TAN, 2019), global optimization meta-heuristics
(GULIC; VRDOLIJAK; PTICEK, 2018), supervised approaches (BINIZ; AYACHI, 2018), non-
supervised approaches (XUE; LIU, 2017c), among other classifications. All of these types
of approaches are capable of generating solutions to the problem. The main objective of this
research is to investigate the impact that the choice of certain algorithms have on the quality of
the results of a OMM approach. In this master thesis, it is first investigated how the workflow for
processing OMM approaches can be interpreted and which are the most common algorithms.
Then, a scientific experimentation framework is proposed and used to analyze costs, benefits,

behaviors, and impacts that the algorithms cause on the final solution.

1.2 ONTOLOGY META-MATCHING

An ontology is a formal and explicit specification of a shared conceptualization (GRU-
BER, 1993a), where "formal"means machine readable, "explicit specification"refers to concepts,
properties, relations, functions, restrictions, axioms, defined explicitly; "shared"means consen-
sual knowledge; and conceptualization refers to an abstract model of some phenomenon of the
reality. The matching task between two ontologies (source and target) consists of the search

for semantic relationships (correspondences) between entities of source ontology with entities
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of target ontology (ACAMPORA et al., 2013a). The term entity in this case is broader than it
is in classic database models, i.e., the entity-relationship model; in an ontology all objects are

first-class citizens, this includes classes, relationships, instances, data types, and values.

Definition 1. (Similarity measure). Let E; be the set of entities from 0, and Fy be the set
of entities from oy, where 01,00 € O and O is a set of ontologies. A similarity measure sm :
Ey X Ey — R assesses the similarity between two entities e; € Iy and e; € E5 into a score 1); o

where {2 € R|0 < n12 < 1}. An entity similarity measure is also called matcher.

There are different types of relationships. An entity e; € FE; can be either equivalent,
disjoint, or subsumes to another entity e; € Ls, for example. In the context of this master thesis,

these relationships are limited to equivalence relationships.

Definition 2. (Alignment). The alignment is the output of the matching process. An ontology
alignment A is a set of tuples (or correspondences) in the form (e;, e, <; ;,n; ;) where e; and e
represents two entities from distinct ontologies, followed by the relation descriptor < representing

a relationship type and 1), j is the confidence value of the correspondence.

Definition 3. (Ontology matching task). Let O be a set of ontologies and A a set of alignments.
An ontology matching task omt: O X O — A maps o, € O and o5 € O to an alignment a € A

through the use of a similarity measure.

The term meta-matching systems was presented by (EUZENAT; SHVAIKO et al., 2007)
to describe systems that automatically parametrize a set of similarity measures (matchers). A
meta-matcher approach deals with a set of candidate correspondences provided by several single

matchers and is intended to combine the results and extract the most probable alignment.

Definition 4. (Ontology Meta-Matching task). Let SM be the set of similarity measures. A
ontology meta-matcher omm : SM — A combines the similarity score of each sm € SM
Jor each pair < e;,e; > where ¢; € Ey and e; € Es into a unified score 1, ., € R where
{nei,ej e R|0 < Nese; < 1} produces the best alignment a € A.

Finding the best set of parameters to combine the similarity measures is a complex
task and it is currently addressed through the use of meta-heuristics (XUE; CHEN, 2019b;
SEMENOVA; KUREYCHIK, 2016b; SOUZA; SIQUEIRA; NUNES, 2019). Each meta-heuristic
uses one or more objective functions to evaluate the quality of a solution. The solutions are
proposed using a supervised (using a reference alignment) or an unsupervised approach. The
main goal is to define the final confidence value for each candidate match through intelligent
exploration of the search space. The final set of candidate correspondences is then subjected to a
process to select the matches that have obtained the highest confidence rates. The set of selected

correspondences is the answer to the problem; this set is called alignment. Some solutions,
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however, are modeled in such a way that the correspondence selection process is unnecessary
(XUE et al., 2018a; MOHAMMADI; HOFMAN; TAN, 2019).

To evaluate the result of the OMM algorithm, the most commonly used measures are
Precision and Recall metrics (MANNING; RAGHAVAN; SCHUTZE, 2008). These metrics
compare the obtained alignment with the expected alignment. In some application scenarios
such as the query answering, measures that assess processing time become more relevant to the
experiment (SHVAIKO; EUZENAT, 2013).

The development of OMM approaches, as any other machine learning approach, requires
a battery of experiments in order to refine the solution. Throughout these experiments, various
informations regarding the execution of the process is generated and much of this information
is lost at the end of the experiment. Much is discussed about how to make the results more
reliable and how to make the experiment consolidated. According to (SHVAIKO; EUZENAT,
2013), for matching systems to gain broader acceptance and be trusted by users, they will need
to provide explanations of their results to users or other programs that exploit them. Further
discussion about solutions to provide explanations of OMM approaches and state-of-the-art of
OMM techniques and evaluating costs/benefits of OMM algoritmhs will be included throughout

this document’s chapters.

1.3 CHAPTERS OVERVIEW

This master thesis is divided into five chapters. Chapters 2, 3, and 4 are full articles,
while Chapter 5 connects the previous three chapters, explaining how each article is connected
to the others, their findings, and the general context of the research. The results of this study
were submitted to peer-reviewed conferences or journals, and each chapter of this dissertation is

structured as manuscripts:

Chapter 2 Literature Review?. To determine the set of elements that are part of
the current OMM solutions, a systematic mapping of the literature was carried out. This
chapter presents the result of this mapping, and its main objective is to understand the state of
scientific research in OMM. This chapter has been submitted to the Journal Expert Systems with

Applications and awaits feedback from reviewers.

Chapter 3 Proposed Approach®. A framework was designed to assist in the experimen-
tation of OMM approaches. This chapter presents the architecture of the framework, as well as
the available algorithms and other resources implemented to assist scientific experimentation in
OMM. This chapter was published in Journal of Intelligent Information Systems and details can
be found in (FERRANTI et al., 2020).

2
3

Authors: Nicolas Ferranti, Jairo Francisco de Souza, Sténio Sa Rosario Furtado Soares
Authors: Nicolas Ferranti, José Ronaldo Mouro, Fabricio Martins Mendonga, Jairo Francisco de
Souza, Sténio Sa Rosario Furtado Soares
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Chapter 4 Experiments*. With the OMM experimentation framework completed, a
series of algorithms pertaining to each stage of the workflow were evaluated. This chapter
presents a comparative analysis of these algorithms and how they were able to answer a set of

research questions.

Chapter 5 Conclusions and future woks. Finally, this chapter discuss the methodolo-
gies and findings of each of the previous chapters, presenting the main contributions, limitations,

and the perspectives for future work.

Figure 1 shows the workflow of the steps taken in the research conduction and in which
Chapter the reader can find details of each step. Through Figure 1 readers can go through the

document and find the subject that interests them most.

Figure 1 — Schematic of steps taken in the research conduction divided by chapters
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Source: created by the author.

1.4 CONTRIBUTIONS

The main contributions of this work are presented below:

* A systematic mapping on metaheuristics-based OMM approaches covering seven years of
published researches. The study presents a map of the implementation details usually used
in unsupervised and supervised OMM approaches. To the best of your knowledge, it is the
first systematic mapping on OMM.

* A modularized framework designed for scientific experimentation in OMM that already has

the main algorithms used by researchers and that facilitates the process of implementing

4 Authors: Nicolas Ferranti, Jairo Francisco de Souza, Sténio Si Rosério Furtado Soares
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new approaches; The implementation is freely available for further research®. All the
details of the framework can also be found in (FERRANTTI et al., 2020).

* A novel prey-predator algorithm-based approach for OMM. The implementation is avai-
lable in the framework and its results were detailed in (FERRANTI; SOARES; SOUZA,
2018b).

* A comparative case study among the main solutions applied in dealing with the problem
of OMM; The results of this study pointed to a set of similarity measures that stand out
from the others, as well as statements about the use of local optimization meta-heuristics,

and the pros and cons of some semi-supervised and unsupervised objective functions.

> <https://bitbucket.org/nicolasferranti/heuristicontologymatching/src/master/>


https://bitbucket.org/nicolasferranti/heuristicontologymatching/src/master/

2 MANUSCRIPT 1: LITERATURE REVIEW

Ontologies have emerged to establish a well-defined meaning for information, solving
problems of heterogeneity in data semantics and facilitating the process of information exchange.
However, ontologies have generated a new semantic problem, since using more than one ontology
can generate ambiguity in the meaning of a given data. The problem of ontology matching
is to search for relationships between entities of distinct ontologies, solving the problem of
semantic heterogeneity of the data. The problem is relatively new and several approaches have
been proposed to solve it. In this master’s thesis, the main objective is to evaluate costs and
contributions of algorithms commonly applied to the problem. This chapter is a full article that
presents a systematic mapping of the main works published in the area with an emphasis on
metaheuristics-based meta-matching approaches. The main contribution of this chapter is the
identification of the most common and promising computational solutions used in the ontology

meta-matching literature.

2.1 INTRODUCTION

Over the years, technological evolution has been increasing the amount of information
published by human and non-human agents on the web, forcing applications to evolve to be
able to manage ever larger volumes of data. In addition to the problem of managing large
amount of data, it is necessary to communicate with other applications in real time and to
exchange fundamental information so that an application reaches its final goal. Main problem is
heterogeneity in data representation (SHVAIKO; EUZENAT, 2013), which hinders access and
creates ambiguity in the data semantics. Semantic Web (BERNERS-LEE et al., 2001) has brought
the use of standardized descriptive models that help the process of information consumption.
Ontologies are the main component of the Semantic Web to deal with the heterogeneity by
specifying a semantic meaning for data. Yet, different goals lead ontology engineers to develop
different ontologies that represent the same knowledge domain. In fact, the whole process of
building an ontology is subjected to the engineers levels of expertise and domain view. Therefore,
concepts that describe the same type of object may be represented in different ways, both in

syntax terms and structure of relations, generating a problem of heterogeneity in data semantics.

Ontology matching problem consists of defining relationships between concepts of the
input ontologies, making the structures compatible to represent the union of the datasets in a new
model. Ontology matching is a complex problem and its characteristics allow it to be approached
by several computational techniques. Due to the high heterogeneity of the ontologies, there is no
technique that stands out from the others in all aspects (XUE; TANG, 2017).

Ontology meta-matching (OMM) is a subarea of ontology matching that aims to address
the OM problem by combining different similarity measures. OMM approaches use methods

to select the correct matching components to execute, and to adjust the multiple knobs (e.g.
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threshold, coefficients, weights, etc.) of components that are part of the OMM process (XUE;
PAN, 2018). In recent years, it is common to find approaches based on evolutionary metaheuris-
tics, which have been presented as the most appropriate methodology to address the problem of
OMM (XUE; PAN, 2018). This chapter provides a systematic mapping on the recent work in

ontology meta-matching (OMM) area. The main contributions of this chapter are:

* A systematic mapping on metaheuristics-based OMM approaches covering published
researches from 2013 to 2019;

* An analysis on implementation details usually used in unsupervised and supervised OMM

approaches;

* Answering a number of research questions that can be useful for guiding new researchers
in this field;

The remaining of this chapter is organized as follows. Section 2.2 formalizes the main
concepts, while section 3 presents research methods. Section 4 describes data analysis of the

papers found and section 5 contains the final considerations of this chapter.

2.2 ONTOLOGY MATCHING

An ontology is a formal specification of concepts and objects within a given domain and
the relationships between them (GRUBER, 1993b; ACAMPORA et al., 2013a).

Usually, an ontology matcher returns a 7 value for each entity pair < e;,e; > that
composes a candidate correspondence c. The 7 value represents the trust assigned to the
relationship c, that is, how much it believes that the correspondence ¢ is a match, where 7 € [0, 1].
There is different types of correspondence. An entity e; can be either equivalent, disjoint, or
subsumes to another entity e;, for example. A candidate match can be formalized as a tuple
(< e;,e5 >,<,n), where e; and e; represents two entities from distinct ontologies, followed by
the relation descriptor < representing a correspondence type and 7 is the confidence value for that
correspondence relation. A meta-matcher approach deals with a set of candidate correspondences
provided by several single similarity measures (matchers) and is intended to combine the results
and extract the most probable correspondences. The term meta-matching systems was presented
by (EUZENAT; SHVAIKO et al., 2007) and describes systems that automatically parametrize a

set of similarity measures.

Ontology similarity measures are classified considering two aspects (OTERO-CERDEIRA;
RODRIGUEZ-MARTINEZ; GOMEZ-RODRIGUEZ, 2015): based on the kind of input or the
granularity/input representation. The description of each type is shown below and more details

are given in Figure 2:
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* Ganularity/Input representation : is based on how the techniques generally interpret
the input information, how specific the matcher is to the point of dealing with the entire

structure of ontology or just an attribute of an entity, i.e, element- or structure-level.

— Element-level: techniques that obtain the correspondences by considering the entities
in the ontologies in isolation, ignoring that they are parts of the structure of the

ontology.

— Structure-level: techniques that obtain the correspondences by analyzing how the

entities fit within the structure of the ontologies.

* Kind of Input : is based on the kind of input which is used by elementary matching

techniques. The first level of the hierarchy is described below:

— Terminological : Terminological similarity measures are based on word similarity.
There are several ways to verify the similarity between two words, in ontology
matching there are three types of approaches that stand out: consider words (strings)
as a sequence of letters in an alphabet and analyze the similarity between the way
the word is written (string-based) or use an external knowledge base to verify the
semantic field of words (Linguistic resources), use natural language processing

techniques to evaluate the morphological properties of words (Language-based).

— Structural : Structural techniques are based on the structure of the entities (classes,
individuals, relations). They consider ontology entities to compare their relations

with other entities. Generally use data type constraints or graph walking algorithms.

— Extensional : Group of techniques based on data instances, highlighting category data
analysis and statistics which represent techniques that take advantage of a sample of

a population in order to find regularities and discrepancies.

— Semantic : This class represents alignment at the semantic level, either through the
use of other ontologies as background knowledge or through the use of reasoners

that are commonly employed to find logical inconsistencies in an alignment.

Most meta-matching papers describe the matchers they use based on Figure 2, descending
in the hierarchy shown to better specify the characteristics of the matcher. Full classification
description is presented in (EUZENAT; SHVAIKO, 2013).

2.3 RELATED WORKS

Ontology matching research is relatively recent, but has a large scope of development.
(OTERO-CERDEIRA; RODRIGUEZ-MARTINEZ; GOMEZ-RODRIGUEZ, 2015) highlights
the growth in the number of articles published annually between 2003 and 2012. New subareas

have emerged due to the need to solving increasingly complex problems, such as large-scale
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Figure 2 — Classification of the similarity measures

Granwarity/finput representation
Matching techniques

Element-level Structure-level
~— - .
— 7 \“‘a
~— / ~—
Syntactic External i External Semantics

| T - | |
T | |
| nﬁ"‘;—i/ l \ I'!. |
= i o ] i i ]
ing- Upper level
- § Data "
based Language L ., Al nt domnai 3 Repository
name based Linguistic Constraint- :‘:: ci;; analysis of Model -
similarity, tokenization, MBS OUCes based snfire schema &pe . and based
descriptlion lefreriatization, exicons, Ny e sirrilarity, o i ontologies statistics struclures SAT molvers,
sierilarity, merpholagy, thesaur key propenies e ﬁ?;' SO, frequency il DL, masoners
lobal alirrinaton e ng';c: distibution metadatn
\ \ 7 _ 7
".I \-\ ST / I."
| h ) e Basic t¢chniques
T
- --------\---- Y i a:_-.---"-------------- il i~ ittt ittt il il
\ - /
'.I Llngmstlc Irltemal Re{atlonal i /."
\ / \ // . |
Terminological Struc'tural Ex‘te n3|onal . Semantic
Matchmg iechmques
Kind of input

Source: (EUZENAT; SHVAIKO, 2013)

ontology matching, complex matching and ontology meta-matching. Although there are known
reviews on ontology matching (OTERO-CERDEIRA ; RODRIGUEZ-MARTINEZ; GOMEZ-
RODRIGUEZ, 2015; SHVAIKO; EUZENAT, 2013), few published papers shed light on evoluti-
onary meta-matching approaches. Sections 2.3.1 and 2.3.2 discuss how ontology matching and

ontology meta-matching techniques, respectively, have been compared in literature reviews.

2.3.1 Ontology matching reviews

The main review on ontology matching is based on evidence-based software engineering,
presenting a formal and reproducible methodology. The selection of articles usually takes
place through classic systematic review processes or using the Ontology Alignment Evaluation
Initiative! (OAEI) as a reference. In the first case, a search string is defined for execution
in online article repositories, then the results are filtered until only relevant articles remain
according to the authors’ criteria. In the second case, works submitted to OAEI campaigns are
selected. OAEI is the leading organization for evaluating ontology matching approaches and it
provides test dataset for several alignment problems. The approaches submitted to the OAEI
campaigns are a good indication of the state of research in ontology matching. The work of
(OTERO-CERDEIRA; RODRIGUEZ-MARTINEZ; GOMEZ-RODRIGUEZ, 2015) combines
the two cited article selection processes, while the works of (SHVAIKO; EUZENAT, 2013;
MOHAMMADI; HOFMAN; TAN, 2018) discuss works submitted to OAEI campaigns only.

I http://oaei.ontologymatching.org/
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Regarding data analysis, similarity measures are often used in review papers to compare
ontology matching systems. Similarity measures analyze the similarity between entities in
different ways. (OTERO-CERDEIRA; RODRIGUEZ-MARTINEZ; GOMEZ-RODRIGUEZ,
2015) presents a classification system for similarity measures, exemplifying with papers that use
such a measure. In (SHVAIKO; EUZENAT, 2013; ARDJANI; BOUCHIHA; MALKI, 2015) the
similarity measures used in each approach are also compared. In turn, (ARDJANI; BOUCHIHA;

MALKI, 2015) counts how many works a group of measures is used for.

Throughout the review analysis, some authors foresee the future of the area. For ins-
tance, (SHVAIKO; EUZENAT, 2013) discusses eight challenges for research evolution, such as
user interaction, explanation of results, and the effectiveness of similarity measures. Overall,
(SHVAIKO; EUZENAT, 2013) suggest that an ontology matching approach should deliver
more than just the correspondences set, bringing more robust analysis and bringing the mat-
ching tools closer to end users. In its turn, (OTERO-CERDEIRA; RODRIGUEZ-MARTINEZ;
GOMEZ-RODRIGUEZ, 2015) highlights the small number of real-world applications of onto-
logy matching approaches when comparing to the number of published articles, and also discuss

future challenges, such as scalability issues and automation of the approaches.

The variety of computational techniques that can be used in ontology matching makes it
difficult to review papers when it comes to evaluating the matching method of each paper. There
are works ranging from artificial neural networks (DJEDDI; KHADIR, 2013) to heuristics (NGO;
BELLAHSENE, 2016) or metaheuristics approaches (XUE; TANG, 2017; ACAMPORA et al.,
2013a; SINGH, 2018). This difficulty in evaluating search-based methods makes works such as
(OTERO-CERDEIRA; RODRIGUEZ-MARTINEZ; GOMEZ-RODRIGUEZ, 2015; SHVAIKO;
EUZENAT, 2013; RANA; SINGH, 2014) analyze the functioning of each approach separately.
To specialize a review in an ontology matching subarea, such as evolutionary meta-matching,

can facilitate the comparison of each approach.

2.3.2 Ontology meta-matching reviews

Ontology meta-matching is related to the process of selecting the most appropriate
algorithms, matchers and weights in various matching scenarios in order to achieve quality
alignment. The process of meta-matching usually occurs through optimization algorithms, where
evolutionary metaheuristics are often employed due to their exploratory capability over search
spaces and because of the complexity of the matching problem (XUE; CHEN, 2018).

Most studies comparing meta-matching approaches do not follow a formal article se-
lection methodology. The studies usually compare metaheuristics implemented in the same
environment within the same tool (ACAMPORA; ISHIBUCHI; VITIELLO, 2014; ACAM-
PORA; VITIELLO, 2020). For instance, (ACAMPORA; ISHIBUCHI; VITIELLO, 2014)
focuses on evolutionary multi-objective approaches, further limiting analysis to multi-objective

approaches. The authors aimed to evaluate the optimization step, where a meta-heuristic was
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used to combine similarity measures. This analysis is more quantitative than qualitative, making
use of hypervolume, ¢ index and C' metrics. It is interesting to highlight the use of these metrics,
as researchers usually evaluate their approaches using only precision, recall, and f-measure
values, leaving aside other aspects that may be relevant. The main finding in (ACAMPORA;
ISHIBUCHI; VITIELLO, 2014) is the statistical performance of the Optimal Multi-Objective
Particle Swarm Optimization (OMOPSO) over other famous multi-objective algorithms such as
NSGA-II, MOEA/D, and SPEA2. The most recent work in the area (ACAMPORA; VITIELLO,
2020) focuses on the performance of local search metaheuristics and highlights the TABU search

performance.

Related works demonstrate the growth of the ontology matching area and the efforts
of researchers to summarize the main findings so far, especially in the last decade. While few
reviews on ontology matching were made using systematic methods for selection and comparison
of articles (OTERO-CERDEIRA; RODRIGUEZ-MARTINEZ; GOMEZ-RODRIGUEZ, 2015),
the evolutionary meta-matching subarea still lacks a literature review using this systematic
method.

2.4 RESEARCH PROTOCOL

In this work a systematic review of evolutionary ontology meta-matching is performed,
using reproducible methods to select and compare the main articles published since 2013, the
year in which book (EUZENAT; SHVAIKO, 2013) was published, this book summarizes the
main efforts and advances of OM researchers. The objective of this study is to identify which
techniques are most used for ontology meta-matching. The majority of approaches models the
ontology meta-matching as a combinatorial optimization problem and uses meta-heuristics to
find solutions in a feasible processing time. During the planning activity it was identified the
objectives and defined the protocol. The protocol specifies the method to be used in the systematic
mapping in order to reduce researcher bias (STEINMACHER; CHAVES; GEROSA, 2013) and
make the process reproducible. Considering the predominance of evolutionary approaches and
guided by (PETERSEN et al., 2008), we propose the following research questions:

RQ1: How many studies were published over the years?

RQ2: Who are the most active authors in the area?

RQ3: Which publication vehicles are the main targets for research production in the area?

RQ4: What are the most common similarity measures used?

RQS5: What are the main optimization meta-heuristics used?

RQ6: How have solutions been represented?
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* RQ7: What are the main objective functions?

¢ RQ8: Wich datasets have been used for OMM evaluation?

Based on the research questions, the PICO (Population, Intervention, Comparison, and
Outcomes) (KEELE et al., 2007) method was used to develop a search scope presented in detail
in Table 1. The comparison entry is not relevant in this work, since this mapping aims to provide

an overview of the subject through an exploratory study.

Table 1 — PICO Elements

Element Scope

Population (P)  Ontology Matching, more specifically Ontology meta-matching
Intervention (I)  Approaches for ontology meta-matching

Comparison (C) No comparison intervention

Outcomes (O) Computational solutions

Source: (KEELE et al., 2007)

The main terms were extracted from the research questions and combined with those
from PICO to create the search string. In order for expanding the query, the search string contains
synonyms for PICO terms (Table 2). The string is composed of the previously mentioned terms
concatenated by AND/OR operators, where the OR operator groups terms from the same PICO
element. The AND operator groups sets of terms from different PICO elements to ensure that
at least one of each occurs in the articles. This work also used control articles to evaluate the
search string, which means that a previous set of articles characterized as primary studies were

used to assist in the creation of the string, acting as expected articles.

Table 2 — PICO Keywords

Element Keywords

Population  “ontology matching”, “ontology meta-matching”

Intervention “evolutionary”, “meta-heuristic”, “metaheuristic”, “multi-objective”
Outcomes “approach”, “method”, “solution”, “algorithm”

Source: created by the author.

The final search string was defined as: ("ontology matching"OR "ontology meta-matching")
AND ( "evolutionary"OR "meta-heuristic"OR "metaheuristic"OR "multi objective") AND (
"method"OR "approach"OR "solution"OR "algorithm").

Digital repositories for search execution were selected based on three criteria: accept

boolean expressions, cover Computer Science domain and are available at the researcher’s
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institution. The following repositories were selected: IEEE Xplore Digital Library?, Scopus?,

Google Scholar®.

Both IEEE Xplore and Scopus have tools to refine the search, thus the search string
was executed on the title, keywords and abstract of the publications. The advanced search of
Google Scholar does not allow this specific filtering, then the search was performed on the entire
publication text. After performing the search, the process used to include and exclude a paper

was organized in the following exclusion (EC) and inclusion (IC) criteria:

* (ECI): Article was published before 2013 OR
* (EC2): Article is not written in English language OR
* (EC3): Article is gray literature OR

e (EC4): Article full text is unavailable

* (ICI): Article discusses the ontology meta-matching problem AND
* (IC2): Article is written in English language AND

* (IC3): Article presents a proposal of a metaheuristic-based solution for the ontology

meta-matching optimization step.
The articles were analyzed on six characteristics, as follows:

* CI: Similarity measures. Papers must clearly state what similarity measures were used.

* C2: Supervision. Papers should specify if they use reference correspondence sets for
training, that is, if the process is supervised or unsupervised. This information could also

be inferred from the description of the objective function.
* (3: Objective Functions. Papers should clearly specify the objective function.
* (4: Objectives. It is a single or multi-objective approach?

* (C5: Optimization Meta-heuristics. Papers should clearly specify which metaheuristic was

used.

* (C6: Solution Representation. Papers should clearly specify how solutions (individuals)

are represented in the proposal.

https://ieeexplore.ieee.org/Xplore/home.jsp
https://www.scopus.com/home.uri
https://scholar.google.com.br/
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For a paper to be present in the final set, it is necessary to present at least four of the
six characteristics (quality assessment step). Finally, the article selection process took place in
steps that are described as follows: (1) Search string execution in repositories, (2) Duplicates
removal, and (3) Full text reading. The final list of publications were analyzed according to their
characteristics and the information was extracted and stored. Section 2.5 presents the analysis
of these data. Quantitative data are mostly presented in graphs while the qualitative analysis is

discussed throughout the section.

2.5 MAPPING REPORT

The search was performed in August 2019 and returned 1137 publications. Since Google
Scholar has no filter to only title, keywords and abstract, is predictable that it will return more

publications than the others. Table 3 shows the retrieved papers per repository.

Table 3 — Amount of retrieved papers from each repository

Digital Library Amount of Papers
Google Scholar 1080
Scopus 49

IEEE Digital Library 8

Source: created by the author.

In the first filter step, 449 articles were removed by EC1, reducing the total amount to
688. In Duplicate Removal step, 40 articles were removed. Based on EC2, 13 publications
were removed, followed by 5 on EC3 and 2 on EC4. After full text reading, 567 were removed.
Finally, 8 articles were excluded because they did not meet the minimum quality according
to their characteristics. In the end, 51 were selected to answer the research questions. The
remaining articles represent approximately 4% of the total. Figure 3 details each step of the
mapping conduction. All data is freely available for future verification and analysis in our online

repository®. The following subsections discuss each one of the research questions.

2.5.1 RQI: How many studies were published over the years?

Figure 4 represents the answer to RQ1 graphically. In this systematic mapping, the
range of years was limited to works published from 2013 onwards to observe publications
not captured by (OTERO-CERDEIRA ; RODRIGUEZ-MARTINEZ; GOMEZ-RODRIGUEZ,
2015). (OTERO-CERDEIRA; RODRIGUEZ-MARTINEZ; GOMEZ-RODRIGUEZ, 2015)
demonstrates a decrease in the number of publications in 2013. Despite the large volume of
articles found by (OTERO-CERDEIRA; RODRIGUEZ-MARTINEZ; GOMEZ-RODRIGUEZ,

2015) compared to this work, our systematic mapping points to an increase in the volume of

> https://github.com/lapic-ufjf/OMM-systematic-mapping
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Figure 4 — Number of mono-objective and multi-objective approaches among the articles found by the
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Source: created by the author.
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evolutionary meta-matching approaches publications, indicating that the area has been growing

over the last few years. Until mid 2019, 9 articles were published with evolutionary proposals

for ontology meta-matching, equaling the total found in the previous year. The growth of

evolutionary approaches in recent years may be related to the multi-objective approaches, multi-

objective approaches have been gaining ground in recent years as shown in Figure 4 due to

the possibility of including multiple aspects of the problem in the evaluation, improving the

quality of the results. Some aspects that may be of interest to the researcher are: the size of the

resulting alignment, the method of combining similarity measures, and the threshold to establish

the minimum confidence for a candidate correspondence.
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Figure 5 — Total articles found in the systematic mapping divided by country
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2.5.2 RQ2: Who are the most active authors in the area?

To answer RQ2, first table 4 is presented, showing the authors individually separated and
ranked by the amount of works present in this mapping. Xingsi Xue is the most outstanding
author with a total of 28 publications. Figure 5 distributes the publications by countries, pointing
out that China is the country with the most publications in the area. Figure 5 was developed

based on the institutional bond of the lead author.

Table 4 — Authors’ names and number of publications

Name Total
Xingsi Xue 28
Junfeng Chen 6

Jianhua Liu, Pei-Wei Tsai and Yuping Wang 4

Viktor Kureychik, Alexandra Semenova,
Giovanni Acampora, Vincenzo Loia,
Jinshui Wang and Aihong Ren 3

Source: created by the author.

In order to analyze the contributions among the authors, a study on the citation network
was performed. This type of study also helps to highlight the most relevant publications in the
community, these publications usually stand out for the high number of citations. The result of

this process is shown in the citations graph (Figure 6).

After filtering only citations to the mapped articles, 49 articles were found. According
to Fig 7, the citation graph can be read as follows: each sector (E) of the graph represents a
specific article identified by a number (A) in the range [1, 49] (Table 27 in the appendix maps
each identifier to its respective paper). The colors used in each sector indicate the year in which

the paper was published. Between each distinct paper (sector), there is a set of rows. Each line
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starts on an inner circle (F) and ends on an outer circle (G). The outer circle represents the paper
being cited and the inner circle represents the paper that cited. The colourful edges represent the
publishing year of the paper in which the citation was made. Around the sectors are two to three
arcs, each with an array of colors. They represent, from the inside out, the outbound citations
(C), the inbound citations (D), and the sum of them all (B). The more distinct the colors, the

more the specific article interacted with others. The graph is better viewed with larger size °

Article number 1 (published in 2013) and article number 20 (published in 2015) are
the most cited in the network of mapped articles, totaling 15 and 19 citations respectively,
this data demonstrates the importance of these two publications for the area, mainly among
the set of publications that took place from 2017 onwards. Paper number 1 (ACAMPORA;
LOIA; VITIELLO, 2013), is the first of this mapping to use a memetic approach to compute the
weights of matchers, this article stands out for its use of a mono-objective fitness function that
combines two goals through a predefined weight, giving evidence that the area could explore
multi-objective approaches. Another highlight is the accuracy, which is around 94%, a high
value given that the (ACAMPORA; LOIA; VITIELLO, 2013) approach is unsupervised. Article
number 20 (XUE; WANG, 2015b) also presents a memetic approach, and the objective function
simulates precision and recall measurements without the need for a reference alignment, making
this approach unsupervised as well. (XUE; WANG, 2015b) is cited mainly by articles from 2018
and 2019, most of these citations come from the same main author, indicating the evolution of

the research.

2.5.3 RQ3: Which publication vehicles are the main targets for research production in the

area?

Table 5 shows where the selected papers were published, the vast majority (approximately
69%) of the papers were published in journals. In order to identify which journals are most

popular among the selected papers, Table 6 is presented also containing the h-index metric value.

Journal of Information Hiding and Multimedia Signal Processing is the most popular
journal, however it represents only 14% of the journals total, this shows that although journals
are more popular than conferences, there is no journal that concentrates a large subset of mapped

articles, the articles are distributed in several distinct journals.

Conferences are valued as a destination for reporting research on Computer Science
(CS) (MEYER et al., 2009; PATTERSON; SNYDER; ULLMAN, 1999). Unlike other acade-
mic fields, the length of conference papers in CS enables sufficient detail of the work to be
reported and discussed. Although some researchers criticize the use of conferences as main
dissemination route in CS (FORTNOW et al., 2009; VARDI, 2010), some authors argue that
high quality conferences have a higher average citation rate compared to journals in the same

stratum (VRETTAS; SANDERSON, 2015), and seem to serve as a distinct channel of academic

6

https://github.com/lapic-ufjf/OMM-systematic-mapping/blob/master/citations_chart-large.png
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Figure 6 — Citations graph between the articles of the systematic mapping
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Figure 7 — Citations graph explanation

Source: created by the author.

communication, not as a mere step prior to journal publication (KIM, 2019). Results in Table
5 shows that conferences account for 31% of total publishing destinations, proving to be an
important means of disseminating research in the area even though they do not outnumber
journals. Table 7 shows that just as in journals, conference publications are also spread across
several conferences, the most frequent representing only 19% of total conferences. Tables 6
and 7 reflect the interdisciplinarity of the problem, showing publication venues that are not

necessarily from the database area.

Table 5 — Publishing Vehicle Types

Venue Total

Journals 35
Conferences 16

Source: created by the author.

Table 6 — Most Popular Journals

Name Total H-index
Journal of Information Hiding and Multimedia Signal Processing 5 25
Knowledge and Information Systems 2 56
Information Sciences 2 154

Source: created by the author.

2.5.4 RQ4: What are the most common similarity measures used?

The classification presented in Section 2.2 was used to answer RQ4. The similarity
measures were grouped based on the leaf nodes of Figure 2 so that more details can be explored.
Table 8 shows the number of times that a type of similarity measure was found among the

analyzed articles.
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Table 7 — Most Popular Conferences

Name Total
Intl. Conf. on Intelligent Information Hiding and Multimedia Signal Processing 3
Intl. Conf. on Computational Intelligence and Security 2
Intl. Conf. on Genetic and Evolutionary Computing 2

Source: created by the author.

Table 8 — Most commonly used similarity measures grouped by technique classification

Technique Classification Total

String-based 61
Linguistic resources 40
Taxonomy-based 32

Language-based
Constraint-based

Data analysis and statistics
Model-based

Graph-based

— = K~ O

Source: created by the author.

It was found eight types of similarity metrics. However, some metrics could be classified
in more than one type. To better understanding the results in Table 8, the rest of the section

provides details of each type and discusses the rationale for the classification performed.

String-based measures appear at the top of the list due to their low computational cost.
They are usually based in the principle that the more similar the strings, the more likely they are
to denote the same concepts. Among the articles that provided their similarity measures, 93%
of the authors used at least one string-based similarity measure. Since no similarity measure
stands out from the rest for any application scenario (XUE; LU; CHEN, 2019), a combination
of similarity measures naturally occurs. This combination often occurs with measures from
different groups to explore different aspects of ontology. The most commonly found string-based
similarity measures were: Jaro-Winkler (WINKLER, 1999), SMOA (STOILOS; STAMOU;
KOLLIAS, 2005), and Levenstein distance (MAEDCHE; STAAB, 2002). Depending on the
alignment domain, some string-based measures perform better than others. (XUE; HANG;
TANG, 2019) state that N-gram-based measurement performs well for biomedicine ontologies
while, according to (STOILOS; STAMOU; KOLLIAS, 2005), the SMOA distance is shown to
be the most performing string-based measure for the ontology matching problem when there is

no prior knowledge for the alignment task.

Linguistic resources are approaches that use linguistic relationships between words, such
as synonyms or hyponyms, to identify the similarity. These relationships are obtained through
lexicons or domain-specific thesaurus. Linguistic techniques occupy the second position among

the most found in the papers, 89% of the works use at least one linguistic-based measure. In this
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category, the most common similarity measure uses WordNet for searching relationships (XUE;
PAN, 2018; ACAMPORA et al., 2013a; BINIZ; AYACHI, 2018), probably due to the fact that
WordNet is a generic lexical database, representing domain-free linguistic relationships. Some
domain-specific ontology matching approaches use specific linguistic resources, such as the
Unified Medical Language System (UMLS), which is often used to support matching between
health ontologies (XUE et al., 2018c; XUE; LU; CHEN, 2019).

Taxonomy-based techniques act at a structural level, comparing the entities or instances
of an ontology with other entities or instances. Taxonomic techniques are graph-based algorithms
that consider only specialization relations. These techniques were used in 69% of the articles.
The most commonly used technique is the similarity flooding algorithm (XUE; PAN, 2018;
BINIZ; AYACHLI, 2018; ZHANG; GUO, 2019) that uses a base match to propagate similarity to
nearby nodes. Graph-based techniques are also structural techniques, however they use other
relations, such as object properties. In these techniques, ontologies are considered as labeled
graphs and similarity is computed based on the node position in the graph (ZHANG; GUO,
2019).

Language and constraint-based algorithms were used in six works. The first uses informa-
tion retrieval techniques to process terms and compute the similarity (XUE; WANG; REN, 2016;
MOHAMMADI; HOFMAN; TAN, 2019; KESSENTINI et al., 2014). The second is based on the
domain and range restrictions of the entity properties (ACAMPORA et al., 2013a; ACAMPORA
et al., 2013b). Data analysis and statistics are techniques that work with extensional data, usually
instances, exploring a representative sample of a population in order to find regularities and
discrepancies (BINIZ; AYACHI, 2018; XUE; CHEN, 2019b). Finally, model-based approaches
manipulate the input based on its semantic interpretation. Model-based approaches are usually
used at the end of the matching process to find logical inconsistencies in the returned alignment.
This can be performed with the help of a reasoner, as done by (XUE; TANG, 2017).

Figure 8 shows the percentage of use of each type of technique over the last years. It is
possible to observe the constant and representative participation of the string-based, taxonomy-
based and linguistic resources measures. Approximately 57% of articles use at least one measure
of each of the three types within their measurement set. Some studies reached high accuracy
values, around 90% using these three types of measures, such as (XUE; LIU, 2017c¢). It is
noteworthy that the approach presented in (XUE; LIU, 2017c) is unsupervised, and these

measures can be used together to find the most varied types of correspondences.

2.5.5 RQS5: What are the main optimization meta-heuristics used?

In all 51 articles analyzed by this study, it was possible to identify which metaheuristics
the authors made use of. In total 52 meta-heuristics were analyzed (two approaches are presented
in (KESSENTINI et al., 2014)). Table 9 presents the most frequent metaheuristics grouped
according to the metaheuristic classification, including articles in which the metaheuristic was
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Figure 8 — Percentage of each type of similarity measure per year
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Source: created by the author.

observed. Approximately 79% of the articles use genetic or memetic algorithms, indicating the
good performance of these techniques over the last years but also a possible saturation of the

literature. In the next subsections each metaheuristic is briefly described.

Genetic Algorithm

Genetic Algorithm (GA) (TALBI, 2009) was proposed by J. H. Holland in 1975 as a
search technique inspired by the Darwin’s Theory Of Evolution, in which “fitter individuals
will have a higher probability to survive and pass their genes to the next generation through
genetic operations”. In a genetic algorithm, a population of candidate solutions is submitted to
a set of processes that simulate the evolution process. The first process selects the individuals
for reproduction according to the individual’s performance on an objective function. In the
next process the genes of the selected individuals are combined to generate new individuals.
Offspring generated from the combination of parental genotypes are subject to mutation process,
which causes characteristics not present in the population to be incorporated, functioning as a
strategy of diversification in the search process. Eventually the replacement process creates the
new population containing the fittest individuals. Throughout the process it is common for the

population size to remain the same.

The evolutionary character of the algorithm lies in the fact that in each generation ¢
(iteration of the algorithm) the population P; contributes to the formation of the next generation
population P, from the operators (processes) described. The algorithm stops when reaches
a given number of generations or converges to an established value. The solution is the best
individual obtained throughout the evolutionary process. This whole process is considered

computationally costly by many authors. In order to reduce the computational cost, some authors
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Table 9 — Metaheuristics used in OMM literature

Metaheuristic Total Articles

Genetic Algorithm 27 (MARTINEZ-ROMERO et al., 2013), (XUE et al., 2015),
(XUE; TSAI, ZHANG, 2016), (KESSENTINI et al.,
2014), (XUE; TANG, 2017), (XUE; CHEN, 2019a),
(GULIC; VRDOLJAK; PTICEK, 2018), (XUE; WANG;
REN, 2016), (XUE; PAN, 2018), (XUE; WANG; HAO,
2014), (XUE; LIU, 2017¢), (XUE; TSAI; FENG, 2017),
(XUE; CHEN, 2018), (ACAMPORA et al., 2013a), (XUE;
WANG; HAO, 2015), (XUE; WANG, 2015a), (JIANG;
XUE, 2015), (XUE et al., 2015), (XUE; WANG, 2017),
(XUE, 2017), (XUE; REN, 2017), (XUE et al., 2018a),
(BINIZ; AYACHI, 2018), (XUE; LU; CHEN, 2019), (JI-
ANG et al., 2016), (XUE et al., 2018b), (XUE; LIU, 2018)

Memetic Algorithm 14 (XUE; LIU, 2017a), (XUE; CHEN; YAO, 2018), (XUE;
WANG, 2015b), (XUE; WANG; REN, 2014), (ACAM-
PORA et al., 2013b), (XUE; TSAI;, WANG, 2017),
(ACAMPORA; LOIA; VITIELLO, 2013), (XUE; CHEN,
2019b), (XUE; CHEN; CHEN, 2019), (XUE; PAN, 2017),
(XUE; LIU, 2017b), (RAMESH et al., 2016) (XUE;
CHEN, 2019¢), (XUE; HANG; TANG, 2019)

Particle Swarm Optimi- 5 (KUREYCHIK; SEMENOVA, 2017), (SEMENOVA; KU-

zation REYCHIK, 2016b), (XUE; LIU; WANG, 2017), (MAR-
JIT, 2015), (SEMENOVA; KUREYCHIK, 2016a)

Simulated Annealing 3 (MOHAMMADI; HOFMAN; TAN, 2019), (KESSEN-
TINI et al., 2014), (XUE et al., 2018¢)

Others 3 (ZHANG; GUO, 2019) , (FERRANTI; SOARES;
SOUZA, 2018a) , (FORSATI; SHAMSFARD, 2016)

Source: created by the author.

replace the classical model of population representation with a probability vector (PV). PV is

used to generate individuals who are used to update the PV throughout the evolutionary process.

Approximately 52% of the metaheuristics found in the articles are GAs, classic approa-
ches are also present, in (XUE; TANG, 2017) selection is based on a queue where individuals

are ordered by fitness, crossover uses the one-cut-point method, all classic GA operators.

Genetic algorithms have several variations, some ontology meta-matching researches
make use of more than one objective function, where one function usually conflicts with the
others, causing an adaptation of the algorithm to search for non-dominated solutions according
to the Pareto curve. In this scenario the algorithm that stands out in the meta-matching problem
is the NSGALII algorithm, approximately 44% of all GA publications has used a NSGA variant
(ACAMPORA et al., 2013a; XUE; WANG, 2015a), making NSGA the most common of GAs.
Another variation of GA found in smaller quantity is the Multi-Objective Evolutionary Algorithm
based on Decomposition (MOEA/D). MOEA/D, which is also an algorithm for finding non-
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dominated solutions, tackles the problem by breaking it into small sub-problems and creating
islands with separate populations, each island is associated with a different objective function.
MOEA/D uses the neighborhood concept to generate new individuals based on parents who
may be from different islands, exchanging information between different populations. MOEA/D

represents 11% of GA approaches.

Memetic Algorithm

Memetic algorithms are a class of optimization algorithms composed of Genetic al-
gorithms that performs in each generation one or more local search components (XUE; LIU,
2017b). The combined use of global search and local search is helpful to reduce the possibility
of the premature convergence and increasing the convergence speed (GARG, 2010). Generally,
the local search process is applied in the best solution with each generation of the evolutionary

algorithm.

Also called hybrids by many authors, memetic algorithms have been successfully applied
in solving several combinatorial problems, making it very suitable for dealing with a complex task
like the ontology matching problem (XUE; PAN, 2017). Approximately 27% of the approaches

found are memetic algorithms.

Local search, which is the main differentiator of this approach for a GA, can be performed
in a number of ways. (XUE; CHEN, 2019¢c) and (XUE; HANG; TANG, 2019) use the TABU
search algorithm in the best solution for each evolutionary cycle while (XUE; TSAI; WANG,
2017). The conclusion is that the local search method is chosen according to the characteristics
of the author’s approach, such as the representation of the solution, time taken to process the

local search and other factors.

Regarding similarity to the processes of a GA, some authors have further optimized
hybrid algorithms by replacing the traditional GA population with a probability vector (PV) that
characterize the entire population (XUE; CHEN, 2019b; XUE; CHEN; CHEN, 2019), as it was
done in GAs. Classical evolutionary operators such as mutation and recombination are used
over PV-generated individuals. The PV is updated throughout the evolutionary process (XUE;
CHEN, 2019b). This optimization is interesting in dealing with the meta-matching of large scale
ontologies (XUE; LIU, 2017b).

Particle Swarm Optimization

Particle swarm optimization (PSO) is a natural-inspired technique based on the social
behavior of individuals, such as the flock of birds to find a place with food enough (SHI;
EBERHART, 1998). Several factors contribute to the use of PSO in the OMM scenario: the
performance in terms of convergence speed and ability to exceed local minimums equals the
performance of GA (BOCK; HETTENHAUSEN, 2012). PSO convergence outperforms GA in
several optimization problems because of the result of social information sharing, while GA is
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based on competition between individuals (YU; XIONG; WU, 2004). Approximately 10% of
the metaheuristics used are based on PSO, where both mono-objective (SEMENOVA; KUREY-
CHIK, 2016a) and multi-objective (MARJIT, 2015) approaches were found. In (SEMENOVA;
KUREYCHIK, 2016a), the authors decided to choose PSO because this metaheuristic needs
fewer parameters to adjust than other metaheuristics, such as GA. For the authors, the time
taken by other metaheuristics to find good solutions can be high, and since PSO does not use
complicated evolutionary operators like GA, it may be possible for the PSO approach to be faster
than GA.

Simulated Annealing

Simulated annealing (SA) is a probabilistic metaheuristic to estimate the global optimum
of a function (METROPOLIS et al., 1953). As its name implies, this metaheuristic is inspired by
a thermal process of metallurgy, where low energy states are obtained in a solid. Unlike other
metaheuristics presented so far, SA is not a population-based metaheuristic, some authors take
advantage of this feature to justify the use of SA in memory gain and processing time when
compared to GA and PSO (MOHAMMADI; HOFMAN; TAN, 2019). The approach proposed
by (XUE et al., 2018c) explores the time factor of SA by applying this metaheuristic to the
alignment of large-scale ontologies. A feature of SA is that it allows, more often at the beginning
of the search process, to accept unimproved solutions to escape from local optimum solutions,

this feature tends to avoid premature convergence.

In the area of OMM, SA represents approximately 6% of the approaches.

Others

Other metaheuristics applied to OMM were found by this study, however as the rate
of occurrence was low, the following metaheuristics were grouped into a single group: Prey-

Predator, Harmonic Search and Shuffled Frog Leaping Algorithm.
Prey-Predator algorithm (PPA) (LAUMANNS; RUDOLPH; SCHWEFEL, 1998) is a

metaheuristic algorithm inspired by interaction between prey and predator among animals. The
first version of the PPA did not foresee the natural movement of prey, this movement occurred
only if there was pressure from a predator. (TILAHUN; ONG, 2015) proposes a newer version
with adaptations to work with continuous solution space. In this recent approach, the prey moves
toward the best prey at each iteration, resembling the PSO. (FERRANTT; SOARES; SOUZA,
2018a) presents a study using PPA to find the best weights to aggregate a set of similarity
measures. Among the nature-inspired population approaches, PPA has characteristics that are
adequate for the meta-matching problem: it allows that promising regions of the solution space
be exploited by a set of agents (solutions), pressured to run away from regions that are not
attractive in terms of the value of the objective function, while allowing the exploration of

new regions by assigning to these agents a pseudo-random behavior in the definition of their
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displacement. The PPA used by (FERRANTTI; SOARES; SOUZA, 2018a) is recommended for

problems with continuous representation.

Harmony Search Algorithm (HSA) (GEEM; KIM; LOGANATHAN, 2001) is a music-
based meta-heuristic optimization algorithm which mimics the improvisation process of jazz
musicians when producing a harmony. (FORSATI; SHAMSFARD, 2016) presents HSOMap, an
approach for OMM that uses a HSA in the mapping extraction step. The approach computes
a similarity matrix for each similarity measure used, the mapping extraction step selects the
best matches by analyzing the matrices using HSA as a combination optimizer algorithm and
a correspondences-based representation. HSA has a good trade-off between exploration and
exploitation that makes it appropriate for optimization problems with complex solution spaces

(e.g., combinatorial) such as ontology mapping, according to the authors.

Shuffled Frog Leaping Algorithm (SFLA) (EUSUFF; LANSEY; PASHA, 2006) explores
the collective behavior of solutions. The movement of solutions in the search space occurs
towards the best solutions found so far. SFLA is an algorithm that resembles PSO. In SFLA,
candidate solutions are divided into groups, where the worst individual is likely to move in
two directions: toward the best frogs in the group or toward the best overall frog. If no move

generates an enhanced solution, a new random solution is created.

Each meta-heuristic can work with different ways of representing a solution, in the next

subsection the main ways of representation and their particularities are presented.

2.5.6 RQ6: How have solutions been represented?

There are many different characteristics that can influence a user or researcher in choosing
a meta-matcher tool. The application scenario is a determining factor for choosing a meta-
matcher. For instance, for the web query answer problem a quick response is more important
than a highly accurate answer (SHVAIKO; EUZENAT, 2013). The way the problem is modeled
can influence the appropriateness of a meta-matcher in specific scenarios. Modeling affects how
a metaheuristic will work, which operators can be executed, and other characteristics of the
approach. As Table 10 shows, most common articles use a problem modeling that represents
thresholds, correspondences or weights. Meta-matching can be addressed using discrete or
continuous modeling. Discrete modeling is often used to find the best set of correspondences
between ontologies. Continuous modeling is often used to find the best weights to combine
matchers. Both approaches can add threshold values in their representation model which is also

continuous values.

Ontology meta-matching approaches focus on how to determine the optimal parameters
to aggregate various similarity measures to obtain the high-quality ontology alignment (XUE;
PAN, 2018). A weight-based modeling aims to find the best values to aggregate a set of similarity

measures (matchers).
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Table 10 — Representation models

Threshold No Threshold Total

Continuous 23 8 32
Discrete 6 14 19

Source: created by the author.

There are different types of weight-based modeling, each one using different encoding
mechanisms. Depending on the encoding, some evolution operators may work better than others.
The simplest representation stores in a features vector each weight as a real number. Each
position of the vector represents one similarity measure. (XUE; PAN, 2018) uses a variation
of this representation where weights are normalized by the sum of all weights in the decoding
process. Let p be the number of weights, the individual is represented by a set of numbers

{c1, 2, ..., ¢, } whose decoding is carried out by dividing the numbers with their sum, generating

the parameter set { il =) fcjl =1 f?; - }

In some studies, the authors propose to manipulate only cutoff points in the feature vector
(XUE; WANG; HAO, 2014; XUE; WANG; HAO, 2015). This encoding mechanism stores
several cuts or separation points within the range [0,1]. Each cutoff point delimits the weight size.
Let p be the number of weights, the set of cuts can be represented as ¢’ = ¢/, ¢y, ..., ¢, _;, where
the ¢’ set represents the characteristics of the individual. The individual decoding is carried out
by queuing the elements of c in ascending order. The resultis ¢ = ¢y, ¢y, ..., c,—1 and the weights

are calculated as follows:

C1, L= 17
w; = ¢ — Ci—1, 1<1<p; (2.1
1 —cp, 1=Dp.

In addition to representing weights, continuous modeling can also be used to represent
the similarity threshold. In our search, 32 articles have used continuous modeling, eight of them
have modelled the problem using a weight-based representation with threshold, 21 articles have
added the threshold in their representation, and two articles have used a representation containing

threshold values only.

Whereas in weight representation the problem is modeled as function optimization, in
correspondence representation the problem is modeled as a combinatorial optimization problem.
In this representation, all possible match pairs are mapped to compose the individual’s characteris-
tics. Authors usually choose to map correspondences between ontology classes (MOHAMMADI,
HOFMAN; TAN, 2019) or ontology instances (XUE; WANG, 2015a). Unlike weight-based
modeling whose output must be processed by a meta-matcher, in the correspondences approach

the output is the final set of aligned entities.

The most commonly encoding used in correspondences modeling is through discrete

numbers. In this encoding, the individual is represented by a set of discrete numbers representing
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Figure 9 — Number of articles using weight-based and correspondence-based modeling
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indexes for entities of the target ontology. The size of the discrete number set is defined
by the cardinality of the source ontology. A specific index maps a possible correspondence
between two entities, one entity from each ontology (XUE; REN, 2017, MOHAMMADI;
HOFMAN; TAN, 2019). Let |O,| and |O;| be the cardinalities of two ontologies O; and Os, an
individual X is defined as X = (21,22, ..., 7/0,)), 7; € {1,2, .., |0a]} i = 1,2, ..., |Oy] where
x;, 1 =1,2,...,|0O1], represents the i-th correspondence. x; = j means that the i-th entity of O,

is mapped to the j-th entity of O.

According to Table 10, the most popular representation is the weight-based modeling
using a threshold value. The threshold value is usually independent of the weights, and it acts as
a cutoff point to filter out candidate matches that have not reached the minimum confidence. The
threshold ends up controlling the precision and recall scores. Figure 9 presents the data grouped
by removing the threshold and maintaining the weight and correspondence models, and it points
out to the growth of using correspondence-based modeling. Despite surpassing the number of
weight-based approaches in 2019, 75% of the correspondence-based approaches in 2019 shares
the same first author and making it difficult to determine if this trend will last. The advantage
of using the weight-based representation is that once calculated, the weights can be stored and
the experiment can be resumed at a specific point, i.e. the weights can be used later without the
need to find them again. In short, the choice of modeling is strongly related to the application

scenario and what the alignment tool aims to deliver to the user.

2.5.7 RQ7: What are the main objective functions?

The objective function (OF) is the main indicator of the quality of a solution within the
process of a metaheuristic. The OMM area can be divided into systems that work with supervised

or unsupervised model training. Of the 51 articles, 18 presents supervised approaches and 32
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presents unsupervised approaches (both approaches are analyzed in (FORSATI; SHAMSFARD,
2016)).

In supervised systems, where part of the answer (correspondences) is embedded in the
system input, it is common to compare the result found by a solution with the reference (small
correspondence set) result. In these systems, traditional information retrieval measures are
used: precision (rate of correct correspondences returned), recall (the rate of expected correct
correspondences returned) and f-measure (harmonic mean between precision and recall). These
metrics were used as OF in 89% of the supervised systems, such as in (XUE; WANG; HAO,
2014; MARIJIT, 2015; BINIZ; AYACHI, 2018) and others. In (FERRANTI; SOARES; SOUZA,
2018a), the reference correspondences are used in the construction of a linear system whose

objective function seeks to find the best solution to solve the system.

On the other hand, there are more metrics used as OF in unsupervised approaches due to
the lack of reference for system training, causing the authors to develop and experiment different
ways to guide the algorithm convergence. Several authors have used OFs that can replace
precision, recall and f-measure, and some of the metrics found are MatchRatio, MatchCoverage

and MatchFmeasure.

MatchCoverage is a substitute for recall, it represents the fraction of entities which exist
in at least one correspondence in the resulting alignment in comparison to the total number of
entities in the ontology (XUE; WANG, 2015b). MatchRatio is a substitute for precision, is the
relationship between the number of correspondences found and the number of the corresponding
entities. The premise is that the precision of a match result is better if an entity is not vaguely
corresponds to many other concepts but only less (XUE; WANG, 2015b). Similarly, MatchF-
measure is the harmonic mean between MatchCoverage and MatchRatio. About 52% of the

unsupervised systems use MatchFmeasure, MatchCoverage or MatchRatio.

Unlike precision, recall and f-measure based OFs, other researchers explore the confi-
dence value of matchers and the cardinality of resulted alignment. In the first case, the objective
function evaluates the average correspondences similarity, the higher the average correspon-
dences similarity in a solution, the more likely the candidate alignment has to be correct. In
the second case, the objective function evaluates the number of correspondences in a candidate
solution, calculating the distance between the number of the solutions and the quantity defined
by the researcher. Usually, the quantity is equals to the cardinality of the smallest ontology. OFs

based on alignment cardinality and mean similarity are generally used together.

The objective functions used in the 51 articles can also be classified into mono or multi-
objective approaches. Figure 10 presents the evolution of approaches both in terms of supervision
and the type of objective function. Figure 10 shows a increasing interest in multi-objective
approaches between 2015 and 2017. Shortly after the draw between supervised and unsupervised
in 2016, the growing number of unsupervised systems indicates that researchers are developing

increasingly robust and independent systems.
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Figure 10 — Mono-objective/multi-objective and supervised/unsupervised approaches over the years.
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2.5.8 RQ8: Which datasets has been used for OMM evaluation?

The Ontology Alignment Evaluation Initiative’ (OAEI) is an international initiative
to coordinate the evaluation of computational approaches that address the ontology matching
problem. Several datasets can be found on the OAEI website, each one with ontologies that
represent the main challenges in the OM area, such as complex alignments, large-scale ontology
matching, and others. OAEI datasets are often used for OMM evaluation as well. The complete
list of OAEI datasets used in the 51 articles is presented in Table 11.

Table 11 — OAEI Datasets

Dataset Total
Benchmark (B) 31
Anatomy (A) 14
Large Biomedic (LB) 12
Library (L) 5
Conference (C) 5
Disease and Phenotype 2
HOBBIT Link Discovery 1
Instance matching 1

Source: created by the author.

The benchmark test is the most popular dataset for OMM evaluation. The OMM area
does not have a specific test dataset; however, the benchmark’s characteristics are adequate to
evaluate OMM approaches. According to the benchmark’s webpage?®, the goal of the dataset is
to offer a set of tests which are wide in feature coverage, progressive and stable. The benchmark

contains several test cases which are systematically generated to start from some reference

7
8

http://oaei.ontologymatching.org/
http://oaei.ontologymatching.org/2016/benchmarks/index.html
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ontology and discarding a number of information in order to evaluate how an ontology matcher
behave when this information is lacking. This benchmark is best suited for OMM because as the
tests alter or remove information from the target ontology, the algorithm is required to self-adjust
so that other similarity measures are used according to its performance in that scenario. However,
some authors have also evaluated their OMM approaches on other datasets. In this section, the
articles are discussed into two groups: (1) approaches evaluated using real ontologies and (i1)

approaches using synthetic ontologies.

Among approaches in the first group, stands out the use of sensor ontologies such as the
Semantic Sensor Network Ontology® (SSN). Some authors (XUE; PAN, 2018; XUE; CHEN,
2018; XUE; CHEN, 2019c) have demonstrated the effectiveness of their approaches using the
SSN and other sensor ontologies, such as the CSIRO!® and the MMI'!. Unlike the others, (XUE;
LIU, 2017b) seeks to align the FreeBase'?, YAGO' and IMDb!* ontologies.

Other authors (KUREYCHIK; SEMENOVA, 2017; SEMENOVA; KUREYCHIK, 2016b;
MARIJIT, 2015; KESSENTINI et al., 2014; RAMESH et al., 2016; MARTINEZ-ROMERO et
al., 2013; SEMENOVA; KUREYCHIK, 2016a) have created their own ontologies. However, it
is difficult to compare these results with other approaches, because the ontologies are generally

not available for further research.

The diversity of datasets used shows that the OMM area lacks a robust and adequate
dataset to support OMM research. OAEI datasets are still the main reference for comparing
OMM approaches. On the other hand, many authors do not submit their code to OAEI annual
campaigns, nor do they disclose the detailed results of the approaches. Table 12 contains the
f-measure values of each of the papers that used one or more OAEI datasets. The Large Bio
(LB) dataset has been subdivided into three categories: LB1 (FMA'S and NCI'® mappings), LB2
(FMA and SNOMED!” mappings), and LB3 (SNOMED and NCI mappings). Each category
represents tasks with specific ontologies and a specific f-measure. It is possible to observe the
predominance of the Biblio benchmark. Several approaches were able to reach f-measure rates
around 90%, which may be an indication of search saturation in this dataset that was not created

exclusively for evaluating meta-matchers.

9 https://www.w3.org/TR/vocab-ssn/

10 https://www.w3.0rg/2005/Incubator/ssn/wiki/SensorOntology2009
' https://mmisw.org/ont/mmi/device

12 www.freebase.com

13 https://github.com/yago-naga/yago3

14 https://www.imdb.com/interfaces/

15 http://sig.biostr.washington.edu/projects/fm/

16 http://ncit.nci.nih.gov/

17 http://www.ihtsdo.org/index.php?id=545
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Table 12 — F-measure values in OAEI datasets.

B A L LBl | LB2 |LB3 | C Others
(XUE; PAN, 2018) 0.90 | 0.95|0.84 | 0.89 | 0.90 | 0.78 | - -
(XUE et al., 2015) 094 | - - - - - - -
(XUE; WANG; HAO, 2014) 093 | - - - - - - -
(XUE; CHEN, 2018) 092 ]0.95 | - - - - - -
(ACAMPORA et al., 2013a) 0.90 | - - - - - - -
(XUE; WANG; HAO, 2015) 094 | - - - - - - -
(XUE; WANG, 2015a) 0921092 |0.83 | - - - - -
(XUE; LIU, 2017a) - 0.71 0.68 | - 0.79 1 041 | -
(XUE; TSAI; ZHANG, 2016) 094 | - - - - - - -
(JIANG; XUE, 2015) 0.96 | - - - - - - -
(XUE et al., 2015) 0.90 | - - - - - - -
(XUE; WANG, 2017) 094 | - - - - - - -
(XUE; LIU, 2017c) 093 | - - - - - - -
(FERRANTI; SOARES; SOUZA, 2018a) | 0.90 | - - - - - - -
(XUE; TSAI; WANG, 2017) 0.94 | - - - - - - -
(XUE, 2017) 097 | - - - - - - -
(XUE; REN, 2017) 0.73 | - - - - - - -
(XUE et al., 2018a) - 095 | - 0.88 | 0.85 | 0.80 | - -
(XUE; TSAI FENG, 2017) 091 | - - - - - - -
(XUE; CHEN, 2019c¢) 0.65 | 0.96 | 0.88 | 0.91 | 0.90 | 0.78 | - -
(XUE; HANG; TANG, 2019) - 097 | - 097 | - 0.86 | - -
(XUE; LU; CHEN, 2019) - 0.96 | - 0.90 | 0.87 | 0.82 | - -
(XUE; CHEN; YAO, 2018) - 0.96 | - 0.96 | - 0.8510.84 | -

. . 0.75 (Disease and Phenotype DOID-ORDO)
(MOHAMMADI; HOFMAN; TAN, 2019) | - 0.87 | - - - - 0.72 0.73 (Disease and Phenotype HP-MP)
(XUE; WANG, 2015b) 0.79 | - - - - - - -

(FORSATI; SHAMSFARD, 2016) 0.76 | - - - - - - -
(XUE; TANG, 2017) 0.88 | - - - - - - -
(XUE; WANG:; REN, 2014) 0.86 | - - - - - - -
(XUE et al., 2018b) - 0.95 | - 0.88 | 0.82 | 0.79 | - -
(ACAMPORA et al., 2013b) 0.86 | - - - - - 043 | -
(JIANG et al., 2016) 0.96 | - - - - - - -

. 0.85 (Disease and Phenotype DOID-ORDO)
(XUE; CHEN, 20192) ) ) ) ) ) ) ) 0.89 (Disease and Phenotype HP-MP)
(XUE; CHEN, 2019b) 0.61 1094 | 0.85|0.89 | 0.90 | 0.78 | - -

(XUE; LIU, 2018) - - - - - - - 1.00 (HOBBIT Link Discovery)

(XUE; CHEN; CHEN, 2019) - 0.95 | - 0.88 | 0.86 | 0.82 | - -

(XUE; PAN, 2017) 0.81 1089 | 0.82 | 0.85 | 0.78 | 0.72 | - -
0.98 (Instance Matching author-dis)
1.00 (Instance Matching author-rec)

(XUE; LIU, 2017b) - - - - - - - 0.97 (Instance Matching val-sem)
0.97 (Instance Matching val-struct)

0.96 (Instance Matching val-struct-sem)

(GULIC; VRDOLJAK; PTICEK, 2018) 0.90 | - - - - - - -

(XUE; LIU; WANG, 2017) 0.89 | - - - - - - -

(ZHANG:; GUO, 2019) 0.77 | - - - - - 0.67 | -

(XUE; WANG; REN, 2016) 0.81 | - - - - - - -

(ACAMPORA; LOIA; VITIELLO, 2013) | 0.94 | - - - - - - -

(XUE et al., 2018c) - - - 0.89 | 0.84 | 0.79 | - -

Source: created by the author.
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2.6 THREATS TO VALIDITY

This systematic literature mapping aimed to identify challenges in ontology meta-
macthing domain. However, as any method, there are threats to its validity and limitations.

The results of this study may have been influenced by certain uncontrollable limitations.

Although the mapping covered 51 articles, removing articles not written in English and
those in gray literature, for example, diminished the accuracy of the conclusions. During the
selection process some influential work in the area may have been lost, however this mapping
focused on articles whose explanation of the main components of the OMM process was clearly
discussed. Furthermore, we did not consider all the relevant electronic databases, i.e. ACM
Digital Library, so it is possible that relevant studies were not indexed in the selection of this
mapping. However, this research relies on the representativeness of the repositories selected to

answer the research questions.

The systematic research criteria used in this paper may also be subject to criticism,
threatening the validity of the final result. The search string may not contain all relevant
keywords, causing the loss of some studies and errors may be entered in the protocol definition.
To minimize this, the search string was evaluated using articles to track results. The articles

appeared in the results generating evidence about the correctness of the research.

Finally, all data and spreadsheets generated in this work are available for further rese-

arch's.

2.7 CONCLUDING REMARKS

This paper presents a systematic mapping in ontology meta-matching. The mapping was
performed through a reproducible procedure using a search string that was created from PICO
terms. Initially 1137 articles from three different online repositories were found. After filtering
articles using inclusion and exclusion criteria, the final amount of 51 articles was used to answer

a set of research questions pertinent to the ontology meta-matching (OMM) area.

The ontology meta-matching area has evolved in the recent years. Evidence of this
evolution is the growth of approaches that deal with more complex versions of the problem, such
as unsupervised approaches (Figure 10) and meta-matching approaches applied in large scale
ontologies (Table 12). Despite advances in this area, many authors do not submit their systems
for the annual OAEI campaigns, which is the main reference to evaluate the progress of research
in the area. The lack of a specific dataset to evaluate meta-matching approaches contributes to
the low number of OMM systems that are submitted to the annual campaigns. As seen in this
mapping, OMM researchers evaluate their systems using OAEI datasets but do not participate in

the campaigns. It would be interesting to create a specific track for OMM approaches to better

18 https://github.com/lapic-ufjf/OMM-systematic-mapping
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compare other aspects of these systems beyond accuracy.

There are still issues that need to be resolved for systems to become more popular and to
be effectively applied in real world scenarios. For alignment systems to gain broad acceptance
and be reliable for users, they need to provide explanations of their results to users or other
programs that exploit them. Reliability and provenance issues become particularly important
in web configurations that enable social and collaborative matching (SHVAIKO; EUZENAT,
2013). Few papers are concerned with explaining results; results usually contain only precision
and recall, leaving aside important issues to point out the relevance of the research. The meta-
matching process can be subdivided and has several execution steps until a solution is built,
comparative analysis between similarity measures is an example of relevant information that
is little discussed in the articles. In general, articles that work with domain-specific ontologies
tend to explore the similarity measure factor because it is used a domain-specific measure. This
systematic mapping has verified that there is a set of measures frequently used by most authors,

however no performance analysis of these measures was conducted.

This section has mapped out research questions that seek to cover the main aspects
of ontology meta-macthing and each aspect has its specificities. OMM is a multidisciplinary
problem an some aspects related to the area of Computational Intelligence may be analyzed in
greater detail in the future, such as the behavior of metaheuristics, the performance of objective
functions, and how each approach explores the search space. This article did not discuss the

runtime factor of each system.
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3 MANUSCRIPT 2: A FRAMEWORK FOR OMM EVALUATION

Ontology matching has become a key issue to solve problems of semantic heterogeneity.
Several researchers propose diverse techniques that can be used in distinct scenarios. Ontology
meta-matching approaches are a specialization of ontology matching and have achieved good
results in pairs of ontologies with different types of heterogeneities. However, developing a new
ontology meta-matcher can be a costly process and a lot of experiments are often carried out to
analyze the behavior of the matcher. In this master’s thesis, the main objective is to evaluate costs
and contributions of algorithms commonly applied to the OMM problem. This chapter is a full
article that presents the implementation details of a framework designed to simplify the process
of developing and testing OMM approaches, an important contribution to this research since it
makes it possible to test different algorithms at different stages of the workflow. This framework
aims to aid researchers to develop and analyze algorithms for ontology meta-matching, mainly
metaheuristic-based supervised and unsupervised approaches. As the main contribution of
the chapter, the framework proposed will facilitate the evaluation of ontology meta-matching
approaches and, as the secondary contribution, a data provenance model that captures the main
information generated and consumed throughout experiments is presented in the framework.

Section 3.2 of this chapter contains text presented earlier in Section 1.2.

3.1 INTRODUCTION

Throughout the evolution of Web, several challenges have emerged to optimize informa-
tion exchange and facilitate the consumption of Web-published data. Ontologies have emerged to
determine a well-defined meaning for data and to reduce semantic heterogeneity problems when
this data is consumed (SOUZA; SIQUEIRA; NUNES, 2019). However, ontologies themselves
have become the cause of a new problem in data semantics: using more than one ontology in an
application can lead to ambiguity in data interpretation, mainly because ontologies are built by
engineers with different needs and domain views (ACAMPORA et al., 2013a).

The ontology matching (OM) problem consists of finding relationships between entities
of different ontologies (FARIA et al., 2013). Once multiple relationships are established,
knowledge of ontologies can be used together without semantic heterogeneity, facilitating the

development of increasingly intelligent applications.

Although the OM problem is relatively recent, several approaches have already been
proposed to find relationships through the use of similarity measures. There are a variety
of similarity measures applicable to this problem, such as JaroWinkler (WINKLER, 1999),
WordNet-based distance (BUDANITSKY; HIRST, 2001), or the similarity flooding algorithm
(MELNIK; GARCIA-MOLINA; RAHM, 2002). Each of these measures is usually used to com-
pute the similarity between ontology entities under different aspects. In (EUZENAT; SHVAIKO,

2013), the authors present a detailed taxonomy of similarity measures. As there is no better
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similarity measure than the others for all cases (XUE; TANG, 2017), a combination of measures
1s necessary to create general-purpose ontology matchers. Ontology meta-matching (OMM) is
a subarea of ontology matching that aims to address the OM problem by combining different
similarity measures. OMM approaches use methods to select the correct matching components
to execute, and to adjust the multiple knobs (e.g. threshold, coefficients, weights, etc.) of
components that are part of the OMM process (XUE; PAN, 2018). Several algorithms can be
used in the meta-matching task however, modeling the problem as an optimization problem
and using meta-heuristics to solve it is becoming the state of art in the area (XUE; CHEN,
2018). Heterogeneous ontology integration problems belong to a class of NP-hard optimization
problems, and can be solved by evolutionary algorithms (KUREYCHIK; SEMENOVA, 2017).

Due to the size of the OMM task and the wide variety of solutions that can be employed
at each processing step, developing a completely new approach can be a costly task. A researcher
must be familiar with APIs and their structures for representing ontologies, with the state of the
art in similarity measures as well as the cost/benefit ratio of each. Moreover, it is necessary to
develop optimization and selection algorithms that are analyzed through a battery of experiments.
The goal of this paper is to propose a modularized OMM framework that facilitates the process of
developing and carrying out experiments with distinct approaches. The framework was designed
to metaheuristic-based ontology matchers and allows to develop supervised or unsupervised
approaches. In order to exemplify the use of the framework, some of the main algorithms used
in each step of the matching process have been implemented and are available to researchers.
The main contribution of this framework is to facilitate the development and evaluation of OMM
approaches, covering the main stages of this kind of experiment. The secondary contribution
is the inclusion of a data provenance model that captures the main information generated and

consumed throughout the experiment.

The remaining of this paper is organized as follows. Section 3.2 formalizes the meta-
matching problem and presents the main definitions. Section 3.3 presents the related works.
Section 3.4 presents our approach proposed and explains how researchers can couple their
algorithms and develop their own solutions. Section 3.5 details the experiments demonstrating
the usability of the framework to verify meta-heuristic and objective function behaviors and,
finally, Section 3.6 discusses the results and lessons learned through this study and points to

future works.

3.2 PROBLEM STATEMENT

An ontology is a formal and explicit specification of a shared conceptualization (GRU-
BER, 1993a), where "formal"means machine readable, "explicit specification"refers to concepts,
properties, relations, functions, restrictions, axioms, defined explicitly; "shared"means consen-
sual knowledge; and conceptualization refers to an abstract model of some phenomenon of the

reality. The matching task between two ontologies (source and target) consists of the search
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for semantic relationships (correspondences) between entities of source ontology with entities
of target ontology (ACAMPORA et al., 2013a). The term entity in this case is broader than it
is in classic database models, i.e., the entity-relationship model; in an ontology all objects are

first-class citizens, this includes classes, relationships, instances, data types, and values.

Definition 5. (Similarity measure). Let E, be the set of entities from o1 and E5 be the set
of entities from oy, where 01,00 € O and O is a set of ontologies. A similarity measure sm :
Ey X Ey; — R assesses the similarity between two entities e; € Iy and e; € L5 into a score 1) o

where {12 € R|0 < 2 < 1}. An entity similarity measure is also called matcher.

There are different types of relationships. An entity e; € F; can be equivalent, disjoint,
or subsumes an entity e; € Ly, for example. In the context of this article, these relationships are

limited to equivalence relationships.

Definition 6. (Alignment). The alignment is the output of the matching process. An ontology
alignment A is a set of tuples (or correspondences) in the form (e;, e;,<; ;,1; ;) where e; and e;
represents two entities from distinct ontologies, followed by the relation descriptor < representing

a relationship type and ) ; is the confidence value of the correspondence.

Definition 7. (Ontology matching task). Let O be a set of ontologies and A a set of alignments.
An ontology matching task omt: O X O — A maps o1 € O and o5 € O to an alignment a € A

through the use of a similarity measure.

The term meta-matching systems was presented by (EUZENAT; SHVAIKO et al., 2007)
to describe systems that automatically parametrize a set of similarity measures (matchers). A
meta-matcher approach deals with a set of candidate correspondences provided by several single

matchers and is intended to combine the results and extract the most probable alignment.

Definition 8. (Ontology Meta-Matching task). Let SM be the set of similarity measures. A
ontology meta-matcher omm : SM — A combines the similarity score of each sm € SM
for each pair < e;,e; > where e; € Ey and e; € Ej into a unified score 1., ., € R where
{Uei,ej € R|0 < neye; < 1} produces the best alignment a € A.

Finding the best set of parameters to combine the similarity measures is a complex
task and it is currently addressed through the use of meta-heuristics (XUE; CHEN, 2019b;
SEMENOVA; KUREYCHIK, 2016b; SOUZA; SIQUEIRA; NUNES, 2019). Each meta-heuristic
uses one or more objective functions to evaluate the quality of a solution. The solutions are
proposed using a supervised (using a reference alignment) or an unsupervised approach. The
main goal is to define the final confidence value for each candidate match through intelligent
exploration of the search space. The final set of candidate correspondences is then subjected to a
process to select the matches that have obtained the highest confidence rates. The set of selected

correspondences is the answer to the problem; this set is called alignment. Some solutions,
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however, are modeled in such a way that the correspondence selection process is unnecessary
(XUE et al., 2018a; MOHAMMADI; HOFMAN; TAN, 2019).

To evaluate the result of the OMM algorithm, the most commonly used measures are
Precision and Recall metrics (MANNING; RAGHAVAN; SCHiTZE, 2008). These metrics
compare the obtained alignment with the expected alignment. In some application scenarios
such as the query answering, measures that assess processing time become more relevant to the
experiment (SHVAIKO; EUZENAT, 2013).

The development of OMM approaches, as any other machine learning approach, requires
a battery of experiments in order to refine the solution. Throughout these experiments, various
informations regarding the execution of the process is generated and much of this information
is lost at the end of the experiment. Much is discussed about how to make the results more
reliable and how to make the experiment consolidated. According to (SHVAIKO; EUZENAT,
2013), for matching systems to gain broader acceptance and be trusted by users, they will need
to provide explanations of their results to users or other programs that exploit them. Reliability
and provenance issues become particularly important in Web configurations that allow social and
collaborative correspondence. Data provenance is the record of the history of data derivation,
which enables the interpretation of results, as well as reproducibility and diagnosis of problems
(LIM et al., 2010). The problem of systematically capturing and managing the provenance
of computational tasks is relevant to a wide range of domains and applications (FREIRE et
al., 2008). In scientific experiments, provenance helps to interpret and understand results: by
examining the sequence of steps that led to a result, the researcher can better understand the
chain of reasoning used in its production, verify that the experiment was carried out according to
acceptable procedures, identify the experiment inputs and, in some cases, reproduce the result
(FREIRE et al., 2008). The modeling proposed by this article contemplates the main stages of the
meta-matching process and captures the main data generated in each stage through a provenance

model.

3.3 RELATED WORK

Ontology matching research is relatively recent, but has a large scope of development. In
(OTERO-CERDEIRA; RODRIGUEZ-MARTINEZ; GOMEZ-RODRIGUEZ, 2015), the authors
highlight the growth in the number of articles published in the last decade. New subareas have
emerged due to the need to solving increasingly complex problems, such as large-scale ontology
matching and ontology meta-matching (OMM). Large-scale matching involves ontologies with
tens of thousands of classes, which raises the challenge of working with large volumes of data.
The solutions usually use a partitioning approach to identify similar subgraphs or clusters in
the ontology before performing the matching (OCHIENG; KYANDA, 2018; XUE; PAN, 2017).
The complex matching (THIEBLIN et al., 2019) is considered as one of the main challenges of
OM. The focus is to identify more complex relationships capable of representing other types
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of semantic relationships besides the 1:1 equivalence. Complex matching approaches often set
atomic patterns used to detect logical relations as well as transformation functions (ROUCES;
MELO; HOSE, 2016; CHONDROGIANNIS et al., 2014).

The OMM problem can be addressed in several ways, however, modeling the problem as
an optimization problem and using meta-heuristics to solve it is becoming the state of the art
(XUE; CHEN, 2018). Among the most common meta-heuristics used are the Genetic Algorithm
(GA) (XUE; PAN, 2018; XUE; LU; CHEN, 2019), the Memetic Algorithm (ACAMPORA;
LOIA; VITIELLO, 2013; RAMESH et al., 2016) and the Particle Swarm Optimization (PSO)
(SEMENOVA; KUREYCHIK, 2016b; MARIJIT, 2015). Some authors argue that non-population
metaheuristics can reduce the costs of carrying out the experiment (MOHAMMADI; HOFMAN;
TAN, 2019). On the other hand, some authors present variations of populational algorithms with
optimized performance (XUE; LIU, 2018).

Another aspect with influence in the construction of a solution is the objective function
used in the meta-heuristic. The objective function (OF) is the main indicator of the quality of
a solution within the process of a metaheuristic. The OMM area can be divided into systems
that work with unsupervised or supervised model training. In (ACAMPORA et al., 2013a;
XUE; CHEN, 2019c; XUE; LU; CHEN, 2019), the authors use the maximization of the sum
of the confidences attributed to each correspondence as objective function, that is, the more
correspondences in an alignment, the better the sum of the confidences. On the other hand, to
reduce the number of incorrect matches, some authors insert a minimum confidence threshold
and include an opposite objective function, leading to the creation of some multi-objective
approaches to the OMM problem. Recently, MatchFmeasure have been used as objective
function (XUE; PAN, 2018; XUE; LIU, 2018). MatchFmeasure estimates the quality of the
alignment by analyzing the number of entities present in the alignment, in relation to the number
of entities on each ontology and in relation to the amount of correspondences present in the
alignment. Both confidences maximization and MatchFmeasure are unsupervised approaches,
which do not require reference alignment for execution. The literature also presents OMM
tools using supervised approaches as objective functions. In supervised systems, where part of
the answer (correspondences) is embedded in the system input, it is common to compare the
result found by a solution with the reference ontology. In these systems, traditional information
retrieval measures are used: precision (rate of correct correspondences returned), recall (the
rate of expected correct correspondences returned) and f-measure (harmonic mean between
precision and recall), as in (XUE; WANG; HAO, 2014; MARIJIT, 2015; BINIZ; AYACHI, 2018).
In (SOUZA; SIQUEIRA; NUNES, 2019), the reference ontology is used in the construction
of a linear system whose objective function seeks to find the best solution to solve the system.
Due to the different types of meta-heuristics and objective functions, frameworks for comparing

different proposals are important to understand what actually happens in each approach.

The use of frameworks to perform ontology meta-matching is not new in the area.
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Approaches like the MaF (MARTINEZ-GIL; NAVAS-DELGADO; ALDANA-MONTES, 2012)
and the AML (FARIA et al., 2013) emerged in times when the volume of articles for this problem
grew year after year, as pointed out by (OTERO-CERDEIRA; RODRIGUEZ-MARTINEZ;
GOMEZ-RODRIGUEZ, 2015).

Looking for a friendly user interface, the MaF (MARTINEZ-GIL; NAVAS-DELGADO;
ALDANA-MONTES, 2012) comes with a framework that can be used by both developers and
front-end users. Although simple, the front-end interface for users brings the solution closer
to the real world applications, partly attending to some discussions on how to popularize and
increase confidence in the OMM approaches (SHVAIKO; EUZENAT, 2013). Several matchers
can be used in the MaF, including hybrid matchers where atomic matchers are combined (hybrid
matchers are also explored in other works (SOUZA; SIQUEIRA; NUNES, 2019)). The variety of
combinations of algorithms implemented in the tool makes scientific experimentation through the
MaF customizable and easily performed from the point of view of the front-end user. However,
some components that are part of the system kernel can make it difficult to use by developers who
want to implement more complex algorithms for a specific task. The MaF, like many other works,
uses the Jena API (MCBRIDE, 2002) to create the computational structures of the ontologies,
but when it is necessary to work with large-scale ontology matching, some authors opt for more
optimized structures (FARIA et al., 2013).

The AML (FARIA et al., 2013) is a framework for large-scale ontology matching,
and it works with ontologies in the order of tens of thousands of classes. Unlike the MaF,
AML does not have a front-end user interface, being a tool more geared towards researches
developers. Both approaches divide the execution of the process into steps, each step composing
a framework module. The modular architecture, according to the tool implementation, allows
the experimentation of algorithms that perform only a specific task, reducing the effort required
by the developer. Tools like MaF, AML and GNOSiS+ (SOUZA; SIQUEIRA; NUNES, 2019)
have a well-defined workflow that can be modularized. GNOSiS+ is the framework that most
resembles the one proposed by this work. In GNOSiS+, several matchers can be combined
through a genetic algorithm (GA) modeled in a supervised approach. The GA seeks the best
parameters to combine the matchers predetermined by the researcher. The matchers used in the
experiment are defined through a configuration file and can be easily replaced. However, the
other steps of the process, such as the method of combining the matchers, are not configurable,

limiting the use of the tool to the GA implementation.

The main output of each of these tools is the correspondences set called alignment
between the ontologies, and the quality of the alignment is generally evaluated through preci-
sion and recall measures. In GNOSiS+, the output also delivers the parameters found during
the execution to facilitate the reproduction of the experiment. In order to promote different
comparative analyses, MELT (HERTLING; PORTISCH; PAULHEIM, 2019) presents different

tools to assess the similarity between the results of the matchers. MELT is a toolkit for ontology
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meta-matching whose components have been used individually in other researches (PAULHEIM,
2019). It allows a matcher to be coupled and evaluated by existing techniques in the tool. Its

main characteristics are associated with the visualization of results and the integration with the
tools provided by the OAEI, such as SEALS and HOBBIT.

Based on the solutions found in the literature, the ontology meta-matching experiment
can be divided into three stages: Modeling, Optimization and Selection of correspondences.
The vast majority of works presented in this section have efficient methods for the modeling
stage, where the ontologies are computationally structured as well as the matchers that will
be used. However, abstract solutions that encourage the development of intelligent solutions
for the optimization and selection stages are little explored. This work proposes a framework
that provides tools for the researcher to create intelligent algorithms in the three main stages of
experimentation in ontology meta-matching, unlike MaF which provides ready-to-use algorithms.
While the MaF is a solution for ontology matching that allows the user to test various matchers
with predefined combination methods, our framework presents itself as an approach to meta-
matching which gives the user freedom to implement different combination methods, search
algorithms, and new methods for OMM. The framework proposed in this work allows the
researcher to develop both supervised and unsupervised optimization algorithms, a feature not
foreseen in the MaF and that in GNOSIS is restricted to supervised algorithms. Unlike MELT,
where a matching approach is coupled and submitted to the available assessment measures, our
framework aims to provide a common development environment so that the approaches are
developed within the framework itself, making the comparison between experiments show more
accurate results because the execution is within the same environment. The data provenance
collector presented in this framework allows to compare experiments in a simplified way and

with greater wealth of details, describing the research evolution.

3.4 PROPOSED APPROACH

In this work, we propose a framework to test ontology meta-matching approaches. It
was built based on the division of ontology meta-matching process into steps, where a set
of computational solutions is available for each step. The framework covers the three main
steps of the OMM process: the Modeling, Optimization, and Correspondence Selection steps
(see Figure 11). Each step constitutes a system module that includes algorithms to evaluate
similarity between entities, optimization algorithms for combining similarity measures and
selection algorithms to choose correspondences. Each module operates independently having
its input data and a predefined output format. This architecture allows new approaches to be
implemented at specific process steps without major difficulties. The following subsections
describe each of the three processing modules including a management module, a provenance

collector and a statistics generator.
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Figure 11 — System architecture, representing the execution flow that starts in the Manager and ends in the

analysis of the data using the Statistics module. The dashed line represents the provenance data flow while

the continuous line represents the flow of the data that will be consumed for the alignment construction.

Orange colored blocks represent the processing modules, responsible for carrying out the activities that
will create the final alignment.
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Source: created by the author.

3.4.1 Manager

An ontology meta-matching experiment consists of several processing steps and has
several parameters defined by the researcher to configure the execution. This information needs
to be managed and consumed at specific steps. The manager module is the first to run during the
course of an experiment. The manager is responsible for controlling the flow of the experiment,
managing the input and output of each module and ensuring the execution of the experiment.
An experiment needs to define a set of parameters that characterize the framework’s execution
settings. These configurations include the pair of ontologies (O, and O,) that will be aligned, a
similarity measures set (Sm) that will be used to evaluate the similarity of entities, a training
reference alignment set (optional parameter), the selected optimization meta-heuristic and, finally,
the correspondence selection algorithm. The Manager module has as input all settings used in

the execution of an experiment.

3.4.2 Modeling

The modeling module is the first to be triggered by the manager module. This module
has as input the files containing the pair of ontologies that will be aligned and the name of
each similarity measure that will be used in the experiment. This framework was developed

to process ontologies described in OWL or RDF. All this information is read and structured in
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computational objects that will be consumed in the following steps by means of the Jena API
(MCBRIDE, 2002). The output consists of objects containing the ontologies data and a set of

similarity measures.

The user can implement his own similarity measures as well as use the measures available
in the tool. Each similarity measure (matcher) generates a matrix with |e;| rows and |e3| columns,
where e; represents the set of entities from the source ontology and e, the set of entities from
the target ontology. Each cell in the matrix represents the confidence value assigned by that
matcher for a specific candidate match. To include new similarity measures, the user simply
implements the interface that best suits the data that will be needed in the measure. For example,
a String-based measure(EUZENAT; SHVAIKO, 2013) can be added using the /EditDistance
interface because it consumes two strings, while measures such as Similarity Flooding (MELNIK;
GARCIA-MOLINA; RAHM, 2002) must use the ISimilarityFunction interface because it is
necessary to use other information from the concept. Table 13 shows the main measures available
and their classification according to (EUZENAT; SHVAIKO, 2013).

Table 13 — Similarity Measures Available

Name Classification Reference

‘Wu and Palmer Linguistic-based (WU; PALMER, 1994)

Lesk Linguistic-based (BANERIJEE; PEDERSEN, 2003)
Resnik Linguistic-based (RESNIK, 1995)

Leacock and Chodorow Linguistic-based (LEACOCK; CHODOROW, 1998)
Similarity Flooding Taxonomy-based (MELNIK; GARCIA-MOLINA; RAHM, 2002)

JaroWinkler String-based (WINKLER, 1999)
Levenshtein String-based (LEVENSHTEIN, 1966)
Dameraulevenshtein String-based (DAMERAU, 1964)

Source: created by the author.

3.4.3 Optimization

The optimization step is the experiment step responsible for combining multiple similarity
measures and defining a confidence value for each pair of ontology entities. An optimizer can be

defined as a tuple o = (01, 02, Sm, HSA) where:

* 07 and o, are the computational structures of the ontologies to be matched, represented by
an instance of type Model that contains the methods to retrieve the pertinent information
of the ontology data.

* Sm represents the similarity measures set. For each

sim € Sm, sim(eq, e5) = Con fg, Where ey, e are entities from distinct ontologies and
Confsm € [0,1].

* HS A is an heuristic search algorithm.



64

To perform the optimization process, it is common in the literature to use metaheuristics
such as Genetic (XUE; PAN, 2018), Memetic (XUE; CHEN, 2019b), PSO (SEMENOVA;
KUREYCHIK, 2016b) algorithms and many other approaches as search algorithm. Evolutionary
algorithms are becoming the state of the art in the search for solutions to this problem (XUE;
LIU, 2017b). These search heuristics are usually used to find the best combination of similarity
measures. Despite having inspiration in different phenomena, the sequence of operations of
meta-heuristics are similar, generally making use of (1) a phase of building one or more solutions,
(2) diversification of solutions to explore the search space and (3) intensification to improve the

quality of existing solutions. The Algorithm 1 presents the generic structure of a metaheuristic.

Algorithm 1: General Metaheuristic

Input: ES, SS,GS,US, N > 1, A< N, 0

Output: s, (Best Solution)

Initialize NV solutions S; randomly

Evaluate each member of \S; with an evaluation strategy (ES)
Mark the best solution of S; as s;

repeat

Choose A solutions from S; using a selection strategy (SS)

Create # new solutions (set S;) using a generation strategy (GS)

Evaluate new solutions (S;) with the same ES

Create a new population S; using an update strategy (US) by selecting N solutions
from the set S, U S,

9 Mark the best solution of S; as s,

10 until reach stop criteria;

11 return s;

® N S R W N =

Algorithm 1 resembles a genetic algorithm, however, to represent non-population based
algorithms, such as Simulated Annealing, some adaptations are necessary, mainly in relation to
the strategies used. The great advantage of using meta-heuristics as optimization algorithms is
the level of abstraction that this solution has. For instance, in Algorithm 1 each type of strategy
must be adapted based on the characteristics of the problem, that is, it is a malleable solution

whose effort will depend on the objectives of the researcher.

The framework allows the researcher to implement his own optimization algorithm as
long as it respects the input and output formats of the execution. The interface developed for
the implementation of an optimizer is divided into three levels of specialization. At the most
abstract level, the user simply implements a function that returns a similarity matrix M containing
the candidate matches and their confidence rates. At the intermediate level, the user has the
inclusion of a Model object that delivers the methods of accessing the data of the ontologies. At
the third level, the user can include in his optimization algorithm an objective function created
based on a fitness interface. Like the optimization algorithms, the framework provide a generic
interface allowing the researcher to implement his own objective function or use one (or more)

of those available. To implement a new objective function, the interface requires the researcher
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to define the fitness calculation method and other simple characteristics regarding the function,

for example, if the objective is to maximize or minimize.

To exemplify the use, three optimization approaches are available in the framework, a
genetic algorithm, a prey-predator algorithm and a greedy randomized adaptive search procedure
(GRASP). Each of the three example algorithms is implemented at the third level of specialization,
that is, the algorithms implement a function that returns the similarity matrix M, use the Model

object and use an objective function based on the Fitness interface.

The implementation of GRASP has two parts: (1) a constructive step, where a heuristic
builds the initial solution, and (2) a iterative local search process to find better solutions in the
neighborhood of the initial solution. In the first step, NV solutions are randomly created, evaluated
according to an evaluation strategy (ES), and inserted in a set of solutions S;. The best S; solution
is submitted to a local search process. The local search is a process of refinement of a solution in
which it seeks to find better solutions in its neighborhood, where the neighborhood is defined
by the application of changes in the solution structure. In the proposed algorithm, the chosen
neighborhood was the application of the addition and subtraction operators of a granularity factor
G for each element of the vector that encodes the solution, having used the strategy of the best
improvement in updating the solution. At the end of the process, the best solution found after the
local search is compared with the best current solution in order to choose the winner. Steps (1)
and (2) can be performed several times according to an execution parameter. A pseudocode of
the GRASP algorithm is presented in Algorithm 2.

Algorithm 2: GRASP
Input: ES,G, N > 1,40
Output: s, (Best Solution)

1 repeat

2 Initialize N solutions .S; randomly

3 Evaluate each member of S; with an evaluation strategy (ES)

4 Mark the best solution of .S; as sl

5 repeat

6

7

8

9

Create ) new neighboring solutions (set S;) using sl and a granularity G
Evaluate new solutions (S;) with the same ES
Mark the best solution of S; as sl if it is better than the current si,

until reach stop criteria;

10 Update sy, if sl; is a better solution

1 until reach stop criteria;

12 return s;

The main elements of a genetic algorithm (GA) are the selection, crossing, and muta-
tion operators. In this work, the GA implementation uses a roulette method in the selection
operator. After the selection, the single crossover point is applied in genes. The mutation is a

unary operator that adds parent independent genetic characteristics in some new chromosomes.
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Inductive mutation (POLI et al., 2008) is applied to a new child chromosome with probability
pm- A mutated chromosome gene, denoted g, is randomly selected. Next, a random value
x € {—2,—1,1,2} is selected. A new value ¢ = g + =G is assigned to g if ¢ >= 0, where G
is the granularity value. Otherwise, the process repeats for other randomly chosen chromosome.

A solution improvement technique is used to search a winning neighborhood for better
solutions. A local search is used in the improvement process. The process is the same used by
the GRASP when searching for neighboring solutions. Improvement process is performed each ¢
generations. Periodicity ¢ usually is set as 10% of total number of generations <. It was developed
an elitist genetic algorithm, in which the best solutions are moved to the next generation.
Each new generation preserves the top ¢, best individuals from the previous generation P;_;.
Improvement solution phase tries to find a better solution C, in the neighborhood of w. If a
solution C is found, then C, is assigned to w. A mortality operator is applied to avoid persisting
solutions for several generations, such as super-individuals. Individuals older than a given age m

are not allowed in the next generation. A short version of the algorithm is listed in Algorithm 3.

Algorithm 3: Genetic algorithm
Input: System parameters
Output: Winner (best solution)

1 Creates the first population P;

2 Winner < best_solution(P);

3 while stop criteria is not reached do

4 Selects pairs to crossover;

s | foreach pair (c,c) do

6

7

8

9

‘ Crossover (c, ¢), with selection probability p, and mutation probability p,,;
end foreach
Explores the neighborhood of Winner with periodicity t;
P « update_population(P);
10 Winner < best_solution(P);
11 end while
12 return Winner;

Several objective functions can be found in the literature, in this research we classified
them into supervised and unsupervised approaches, in order to simplify the understanding of
how these functions can work. A supervised objective function requires a reference alignment to
evaluate the quality of a solution, while the unsupervised function works independently. The

following are the objective functions available in the framework as well as their classification.

Let A* be the ideal alignment and R the output alignment returned by the framework,
the Precision score (Equation 3.1) calculates which percentage of returned alignments are
correct, meanwhile the Recall score (Equation 3.2) calculates how much the returned alignments
represent from the expected total. The two measures are opposed, because for Precision the
smaller the size of R, the better the metric evaluation. In the recall, the larger the size of the

response set R, the better the result. To balance the two, the F-measure score (Equation 3.3) is
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computed as a harmonic mean between Precision and Recall. Precision, Recall and F-measure
are supervised fitness functions, as their calculation depends heavily on the reference alignment

(A*) to assess the quality of the solution.

A*
Precision = [0 AT € [0,1] (3.1)
|R|
RN A*

Precision * Recall
F=2 0.1 33
* Precision + Recall € [0,1] (3.3)

Some authors work with a reduced set of reference correspondences. In this case,
the framework has a fitness function based on the construction of a linear system created
from the reference alignment, where the closer the solution is to solving the linear system,
the better its fitness value. Consider S a set of known matches of equivalence. The set
S is formed by correspondence tuples (ey;, eq;, =, s;), Where ey; and ey; are distinct onto-
logy entities, = denotes the equivalence type relationship and s; is the known similarity, re-
ported by the ontology engineer, between ey; and ey;. Let f be a similarity measure com-
posed of the weighted sum of other functions, by applying the function f to e;; and ey,
we expect to find the value s;, that is, f(e1;,e2) = s;. As an example, consider the set
S" = (e11,€91,=,1), (€12, €22, =, 1), (€13, €23, =, 1), with all matches having similarity equal to
1. Consider a function f’(e11, €a1) = g1(e11, €21)wy + ga(e11, ea1)wy + gs(eir, ea)ws, where g
represents the similarity value defined by the /' function which are constants of the problem and
w; represents the weight assigned to the [** function. For each known alignment provided in the

input, it is possible to construct a linear system:

f’(€11> ea1) = S1..qi(ern, ean)wy + ga(err, e21)wa + gs(ern, ea)ws = 1
f'(e12,e22) = s2..g1(e12, e22)wy + ga(€12, €22)wa + g3(€12, €20)wy = 1 (3.4)
f'(e1s,e23) = s3..g1(e1s, e23)wr + galers, €a3)wa + gs(es, ea3)ws = 1

In the objective function based on the linear system, the closer a solution is to solving the
system, the better the quality of that solution. The formalization of this minimization function is
presented in Equation 3.5. The problem is that in some scenarios there is no reference alignment

and researchers are forced to look for alternative solutions.

8

Min Eznem‘ Z 1- Si € 0 | H (35)

Match Coverage and Match Ratio (both used in (XUE; WANG, 2015b), (XUE; WANG,

2015c)) are unsupervised objective functions used to approximate the values of Recall and
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Precision. Match coverage score (Equation 3.6) evaluates the fraction of entities which exist
in at least one correspondence in the resulting alignment when compared to the total number
of entities in the ontology, it is used as a substitute for recall. Let £, and Ep, be the set of
all entities of ontology O; and O, respectively, and Ep, ,,.. . and Ep, ,,.. . be the set of all

matched entities of O; and O, respectively. Match Coverage is defined as:

| Eoy —maten| + | Eoy—raten]
|E01| + |EO2|

MatchCoverage = € [0,1] (3.6)

While MatchCoverage simulates Recall, MatchRatio score simulates Precision’s beha-
vior. MatchRatio (Equation 3.7) evaluates the fraction of entities which exist in at least one
correspondence in the resulting alignment when compared to the set of correspondences in the
resulting alignment. Let Corrp, _o, be the set of correspondences in the resulting alignment,
MatchRatio is defined as:

|E01—Match| + |E02—Match|

MatchRatio =
12 % Corro,—o,|

€ [0,1] (3.7)

In the same manner that F-measure combines Precision and Recall, MatchFmeasure

combines MatchRatio and MatchCoverage. MatchFmeasure is defined as:

MatchCoverage x MatchRatio
MatchCoverage + MatchRatio

MatchFmeasure = 2 * (3.8)
The last unsupervised objective function available in the framework is based on the
confidence attributed to each correspondence present in the alignment. Suppose an alignment a

containing |a| correspondences, the sum of confidences function is computed as:

|a|

ConfidenceSum =Y _ n(cy) (3.9

it=1
where 7(c;;) represents the confidence value for the it'* match (correspondence) in a. The
premise behind Equation 3.9 is that the greater the sum of the confidence, the more chances are
there that the alignment is correct. Altogether there are four unsupervised objective functions
(MatchCoverage, MatchRatio, MatchFmeasure and ConfidenceSum) and four supervised functi-
ons (linear system, Precision, Recall and F-measure) that depend on the reference alignments

provided at the beginning of the experiment.

The output of the optimization module is a similarity matrix that contains candidate
correspondences. Let F; be the 7y, entity of O; and Ej; be the jy, entity of Oy, where
i € {1,]04]} and j € {1,|05|}. Each row of the matrix M has a tuple (E ;, Es ;, 1, ;) Where
n;; is the confidence value for the candidate match (E ;, Es ;).
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3.4.4 Correspondence Selection

The correspondence selection module is responsible for selecting the candidate matches
of matrix M that are most likely to be a correct match. The algorithms used in this step vary
according to the researcher’s objective. The size of the ontologies also influences the choice of
correspondence selection algorithms since the weights adjustment process of the optimizer is
costly for large-scale ontologies. What is observed in the literature is that authors who work with
large-scale ontologies allocate effort in the stage of correspondence selection, making use of
more complex algorithms such as memetics (XUE; LIU, 2017a), NSGA-III (XUE; LU; CHEN,
2019) and others (XUE et al., 2018a; XUE; CHEN, 2019¢). Meanwhile authors who work with
conventional ontologies and focus on the optimization process use simpler selection algorithms
such as greedy heuristics and other deterministic algorithms (SOUZA; SIQUEIRA; NUNES,
2019; ACAMPORA et al., 2013a). This framework allows the researcher to implement their
own selection algorithms through a standard interface, whether they are specific heuristics or
meta-heuristics. To propose a new solution, the researcher needs to implement a method that
uses the M similarity matrix as an input and returns a set of matches that represent the final

alignment.

To exemplify this process, Figure 12 shows the data flow starting from the confidence
value calculated by each matcher for each candidate correspondence. If e; and e are entities in
the source ontology and e and e, are entities in the target ontology, the experiment optimizer
combines the confidence value while the match selector chooses the most reliable pairs. This
framework provides three selection algorithms as examples. The first algorithm is a iterative
greedy algorithm that seeks, at each iteration, the highest 7, ; and selects the most reliable match.
The second algorithm is based on the Hungarian method and details are presented in (KUHN,
1955). The third algorithm presents a Simulated Annealing metaheuristic implementation that,
unlike the others, makes use of a structure to represent a solution based on correspondences.
This structure is available for consumption in other algorithms and consists of a list of objects,

each one containing the information about a single correspondence.

The algorithms available in the framework work with cardinality rates (1:1), which
means, that each entity can only be aligned once with another entity. Therefore, since two
entities are chosen as a match, all other candidate matches that have one of these entities must be
removed from matrix M. Other cardinalities can be added. The output format of this module is

an alignment (A) that contains the most reliable correspondences of M.

3.4.5 Statistics Generator

The statistics module is part of the experiment evaluation activity. The module uses as
input the data captured by the provenance model and calculates the main metrics that evaluate
the quality of the alignment such as Precision, Recall and F-measure. To facilitate comparison

between experiments, a set of correlation measures was included. The Jaccard coefficient detailed
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Figure 12 — Data Flow of the meta-matching process, showing the confidence calculated by each similarity
measure for each pair of entities, the aggregated confidence calculated by the Optimizer, and the alignment
chosen by the Correspondence Selector module
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Source: created by the author.

in Equation 3.10, has been used by recent ontology matching studies (HERTLING; PORTISCH;
PAULHEIM, 2019) as a measure of correlation between sets. It measures the similarity between
two alignments a; and a, through the similarity between the correspondences that make up the

alignments.

In addition to the Jaccard coefficient, this work includes the overlap coefficient (Equation
3.11) and the Dice coefficient (Equation 3.12). The first one measures the overlap between two
finite sets, it is defined as the size of the intersection divided by the smaller of the size of the
two sets. If set a; is a subset of a, or the converse then the overlap coefficient is equal to 1.
The second one can be considered a semimetric (a metric that doesn’t necessarily satisfy the
triangular inequality) version of the Jaccard, and it is defined as twice the intersection of the sets

divided by the sum of the number of elements of each.

B |corr(ay) N corr(as)|

Jaccard(ay, as) € [0,1] (3.10)

~ |corr(a1) U corr(as)|

|corr(ay) N corr(as)| € [0,1] (3.11)

Overl -
verlap(ay, az) min(|corr(ay)|, |corr(az)|)

2 % |corr(ay) N corr(as)|

€ [0,1] (3.12)

Di =
ice(ar, ap) |corr(ay)| + |corr(as)]

The qualitative and quantitative measures are complementary. If, on one hand, the

correlation measures are not enough to evaluate the quality of an experiment alone, the use of
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only quantitative metrics such as Precision, Recall and F-measure is not enough to assist the
researcher in identifying the differences between two correspondences of distinct experiments.
This framework included measures to evaluate experiments quantitatively (Precision, Recall, F-
measure, Fallout, Overall), statistically (mean and standard deviation) and qualitatively (Jaccard,
Dice, Overlap, and a table that classifies each correspondence of the alignment into true positives

and false positives).

3.4.6 Provenance Collector

The execution of scientific experiments modeled as workflows produces results that need
validation and that can be reproduced by third parties. For this, it is necessary to consult the
history of data transformations from its origin to the results generated in the execution of a
scientific workflow. That record is known as provenance. In order to provide more reliability to
users or other programs that consume this framework, a module was developed to store relevant
data generated throughout the experiment. Various data are consumed and generated within the
meta-matching process. To build a provenance model it is necessary to define which data and
processes of each stage will be stored. For this, the main information related to each stage of the

ontology meta-matching experiment was raised:

* Model

— What are the source and target ontologies?
— Which is the training alignment set (if any)?

— Which is the reference alignment set?
* Optimizer

— Which meta-heuristic was used in the experiment?

— What parameters were used by the meta-heuristic (population size, cooling rate,

mutation rate, seed, etc.)?
— What is the objective function?

— What are the combination parameters found by the meta-heuristic for each matcher?
* Correspondence Selector

— Which is the similarity matrix for all pairs of entities?

— Which technique will be used to extract the final alignment from the M matrix and

what are its parameters (if any)?

e Evaluation
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— What are the evaluation metrics (for instance, precision, recall and f-measure values,

processing time, etc) resulting from the experiment?

The provenance can be classified as prospective, when related to the workflow specifica-
tion, or retrospective, when associated with the workflow execution (FREIRE et al., 2008). As
the stages of the meta-matching process are fixed and described by a predetermined workflow,
the prospective provenance is already captured. To store the retrospective provenance, data
models can be used, based on the PROV model, which proposes a generic provenance repre-
sentation, serializations, and definitions to support the interchange of provenance information
on the Web (LEBO et al., 2013). PROV' is a set of recommended standards by World Wide
Web Consortium?. The PROV Ontology® (PROV-0) expresses the PROV Data Model using
Ontology Web Language 2 (OWL2). It provides a set of classes, properties, and restrictions that
can be used to represent and interchange provenance information generated in different systems
and under different contexts. It can also be specialized to create new classes and properties to
model provenance information for different applications and domains. The PROV-O (LEBO et
al., 2013), whose representation is shown in Figure 13, represents the basic structure to capture
the flow of activities of an experiment. The initial three classes (Activity, Entity and Agent)
are the basis for creating new domain-specific classes. An Entity captures a thing in the world
(in a particular state). The entity was derived from some other entity and was generated by an
Activity that used other entities. An Agent (e.g. a person or software execution) was associated

with the activity, and the entity that was generated by the activity was attributed to that agent.

Figure 14 shows the main components of the provenance model for ontology meta-
matching built based on the PROV-O model. Purple rectangles represent an activity in the
matching process, orange pentagons represent an agent within the experiment, and lastly, yellow
circles represent an entity. Each activity shown in Figure 14 describes a step in the framework’s
execution flow in which agents define how entities will be consumed by the activities. A sample

of the provenance file is shown in Figure 15.

The data present in the file in Figure 15 guarantees to track the information used in each
step of the experiment, allowing its reproduction, evaluation and better understanding. The
modular architecture allows the experiment to be resumed at a specific point, which allows the
researcher to evaluate the behavior of a specific desired algorithm. The provenance data are
stored using RDF/Turtle, which makes easy its use by other tools.

An overview of the architecture of this framework can be seen through Figure 11,
highlighting the communication of each module and what information is used as input and

output.

https://www.w3.org/ns/prov
https://www.w3.org/
3 https://www.w3.0org/TR/2013/REC-prov-0-20130430/

2
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Figure 13 — Starting classes of the PROV-O ontology
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Figure 14 — Provenance Model for Ontology Meta-Matching. The model starts by capturing the definition
of the experiment, followed by the calculation of weights, calculation of the similarity matrix, definition
of the alignment and, finally, the alignment evaluation.
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3.5 EVALUATION

This section is dedicated to reporting the results obtained through the use of the fra-
mework as a tool to support the development and scientific experimentation of ontology meta-
matching approaches. Our experiments were carried out using a dataset provided by the Ontology

Alignment Evaluation Initiative* (OAEI).

4 http://oaei.ontologymatching.org/
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Figure 15 — Provenance RDF-based Output File

:AlignmentAlgorithm_1578511383523
a prov:Agent;
prov:value "similarity.combination.HungaroCombination";
rdfs:label "AlignmentAlgorithm™;

‘WeightCalculation 1578511383523
a prov:Activity;
prov:wasAssociatedWith :Optimizer_1578511383523;

prov:used :PreAlignment_1578511383523;
prov:used :OptimizationParametersList_1578511383523;
rdfs:label "WeightCalculation™;

:ConceptNameSimilarity_DamerauLevenshteinEditDistance_1578511383523
a prov:Agent;
prov:value 0.035"xsd:decimal;
rdfs:label "ConceptNameSimilarity_DamerauLevenshteinEditDistance";

:ConceptNameSimilarity_StoilosMetric_1578511383523
a prov:Agent;
prov:value 0.865""xsd:decimal;
rdfs:label "ConceptNameSimilarity_StoilosMetric";

:DirectindividualbyNameSimilarity_DameraulLevenshteinEditDistance_1578511383523
a prov:Agent;
prov:value 0.099999994 " xsd:decimal;
rdfs:label

Source: created by the author.

Among the benchmarks made available by the OAEI, the biblio benchmark is the one
that better suits the ontology meta-matching problem. Each test case presented in the biblio
benchmark consists of the matching between a synthetic source ontology and a target ontology.
The source ontology is the same in each test case, while the target ontology varies according to
the test number. In test ranges 1xx and 2xx, the target ontology is created systematically from
the source ontology where, at each test, part of the ontology information is discarded/modified
in order to evaluate how the algorithm behave when this information is lacking. In range 3xx,
the matching between the source ontology and real ontologies in the domain of bibliographic
references is verified. This base test is suitable for meta-matching because what is expected
from this type of approach is an adaptive behavior that rewards the most efficient solutions to

maximize the quality of the result in different scenarios.

In the literature, there are several ontology meta-matching approaches using distinct
similarity measures. When an approach is evaluated, the authors usually compares the accuracy
and time cost. The meta-matching process has several steps where different algorithms can be
applied. Comparing only these two aspects of the result makes it difficult to analyze which
algorithm is more significant in the quality of the solution. The information about the individual
contribution and characteristics of the matcher internal algorithms can be useful to the researcher
when building and evolving a meta-matcher. In the conducted experiment, we sought to evaluate
the behavior and impact of different objective functions applied to different optimization algo-
rithms. Predetermined algorithms were fixed in some specific processing steps (definition of
similarity measures and correspondences selection algorithm) while we ran experiments with

different optimization algorithms and objective functions. It was used the Hungarian algorithm
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(KUHN, 1955) in the selection stage. Seven basic similarity measures for determining the
equivalence of two ontology entities were used in the experiments. The measures compare
concept names, individuals, property names, property restrictions, concept metadata (comments)
and the direct classes and subclasses of the concept. In this study, the framework was used to
evaluate the behavior of two objective functions, a semi-supervised objective function based on
linear system and the unsupervised objective function, MatchFmeasure. A genetic algorithm
(GA) and a GRASP implementation were selected to adjust the weight of the similarity measures.

Figure 16 presents the configuration of the experiments.

Figure 16 — Configurations created for evaluation. Each yellow container represents a processing module,
the white balloons represent the algorithms used in each module. The name of the configurations used in
the experiments are in the grey rectangle.

Model Optimization Correspondence Selector Experiment Models
. \\ Metaheuristics E Objective Function
Sm : 1 GA+LS
ConceptNameSimilarity t
+ CommentTokenSimilarity ! System )
« DirectindividualSimilarity : y Hungarian ——)| GRASP+LS |
DirectSuperClassSimilarity Algorithm -
DirectSubClassSimilarity
DirectPropertyByRange _4>[GR ASP M atctheasureL — GA+MatchFm
DomainSimilarity —— Lt
+ DirectpropertyByNameSimilarity

> GRASP+MatchFm |

Source: created by the author.

The dataset was divided into subset tests. The subset 1xx is simpler than the others, as it
contains only generalization or language restriction misrepresentations. The subset 3xx contains
all tests with real ontologies. Tests 2xx, which contains misrepresentations related to hierarchy,
instances, nomenclature, classes and others, was subdivided into two subsets. The subset 2xx-1
contains all tests that have one or two misrepresentations, while subset 2xx-2 contains test cases
that have more than two misrepresentations. All tests were conducted by an Ubuntu 14.04.5 LTS
machine with Intel Xeon CPU E5-2650 v2 @ 2.60GHz and 16GB RAM. The average f-measure
grouped by subsets is presented in Table 16, the parameters of GA and GRASP were defined
empirically and are presented, respectively, in Tables 14 and 15.

Table 14 — Genetic Algorithm Configuration

Parameter Value
Population 100
Generations 100

Mutation Rate 0.1
Crossover Rate 0.8
Granularity 0.005
Selection Rate 0.5

Source: created by the author.
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Table 15 — GRASP Configuration

Parameter Value
Constructive phase: total solutions 20
Total iterations in local search 50
Repetitions number 03
Granularity 0.005

Source: created by the author.

Table 16 — Precision, Recall, and F-measure rates for the four experiment models

#Test Precision Recall F-measure

Ixx 1.000 1.000  1.000
2xx-1 0.934 0.957 0.942

GA+LS 2xx-2  0.402 0443 0416
3xx 0.604 0613  0.607
Ixx  1.000 1,000 1.000
2xx-1 0940 0964  0.948
GRASP+LS 2xx2 0358 0398 0372
3xx 0799  0.800 0.797
Ixx  1.000 1,000 1.000
2xx-1 0939 0963 0.948
GA+MatchFm 2xx2 0.353 0395 0367
3xx 0796 0796  0.793
Ixx  1.000 1,000 1.000
2xx-1 0944 0967 0952
GRASP+MatchFm o~ ) 407 0452 0423
3xx  0.808 0.807  0.804

Source: created by the author.

All models obtained the maximum result in the subset 1xx and very close results in the
subset 2xx-1 where the biggest difference was 0.006 between the GA+LS experiment and the
GRASP+LS experiment, which makes it difficult to analyze the contribution of each algorithm
individually. The subset 2xx-2 showed alternating results, with no pattern for contribution
analysis. The most interesting behavior occurs in the subset 3xx, where the experiments that
used GRASP or the MatchFmeasure function managed to achieve the best results in relation
to f-measure, showing that both a meta-heuristic and a different objective function can explore
more promising regions of the search space, making the meta-matcher able to make a leap of the
same proportions in the final quality of the solution. The GRASP+MatchFm experiment suggests
that GRASP and MatchFmeasure find different matches or enhance each other’s results since
their performance together surpasses others. Table 17 shows the Jaccard coefficient for the test
number 301, which most closely resembles the average behavior of the 3xx range. It is possible
to observe that the GRASP+LS and GA+MatchFm experiments found the same set of matches,
that is, when used together, GRASP and MatchFmeasure find new sets of correspondences.
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Table 17 also shows the Dice and the Overlap coefficients for the 301 test. The correlation rate
is even higher than that found by the Jaccard coefficient. As all sets have the same number
of correspondences, there are no variations in the denominator of the overlapping coefficient,

showing that 11% of new correspondences were found when using GRASP and MatchFmeasure.

Table 17 — Jaccard, Overlap, and Dice Coefficients for test number 301

Jaccard #301 GRASP+LS GA+MatchFm GA+LS
GRASP+MatchFm 0.803 0.803 0.506
GRASP+LS 1.000 1.000 0.428
GA+MatchFm 1.000 1.000 0.428
Overlap #301 GRASP+LS GA+MatchFm GA+LS
GRASP+MatchFm 0.891 0.891 0.673
GRASP+LS 1.000 1.000 0.600
GA+MatchFm 1.000 1.000 0.600
Dice #301 GRASP+LS GA+MatchFm GA+LS
GRASP+MatchFm 0.891 0.891 0.673
GRASP+LS 1.000 1.000 0.600
GA+MatchFm 1.000 1.000 0.600

Source: created by the author.

To verify the stability of the algorithms in finding solutions close to the optimum,
the framework can be used to extract the mean and standard deviation of each experiment,
as presented in Figure 18. The results clearly point to greater stability associated with the
MatchFmeasure objective function (Figures 18c and 18d ), which means that a smaller set of
executions is necessary to achieve the optimal result of the model, while the Linear System
(Figures 18a and 18b ) presents a more dispersed behavior. However, as it is an objective function
that takes into account only a small set of reference correspondences (from 3% to 4% of the
total), the experiments showed that the Linear System has an average execution time in the order
of 0.7 - 10~ seconds while MatchFmeasure spends an average of 0.6 - 10~2 seconds to calculate,
that is, the objective function based on the Linear System is approximately 86 times faster than
MatchFmeasure. In terms of total execution time, Figure 17 demonstrates that all executions
of experiments with the Linear System did not exceed twenty seconds of total time, while
MatchFmeasure operated, in most cases, between thirty and sixty seconds, which highlights the

time advantage related to the Linear System.

3.6 CONCLUSIONS

This article presented a freely available® framework for scientific experimentation in
ontology meta-matching. Considering the execution flow of popular OMM approaches, the

framework was divided into independent modules to simplify the process of developing new

> <https://bitbucket.org/nicolasferranti/heuristicontologymatching/src/master/>


https://bitbucket.org/nicolasferranti/heuristicontologymatching/src/master/
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Figure 17 — Mean time in seconds for all experiments in all test cases
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Source: created by the author.
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OMM approaches. Statistical and provenance collection tools embedded in the framework
assist the researcher to evaluate the experiments. The two main contributions of this work are:
(1) the problem modeling in a simplified way that facilitates the coupling of new algorithms;
(2) a data provenance model that collects the main information about the experiment. The
experiments carried out to evaluate the framework point out important characteristics of each
algorithm, characteristics that are relevant for decision making by researchers in the construction

of meta-aligners that best suit their needs.

The evaluation section presented the behavior and the gain related to the use of two
different objective functions, one based on MatchFmeasure and the other based on a Linear
System. The results demonstrated that both a meta-heuristic and an objective function, when
used correctly, can bring gains in the same proportion for the accuracy of an alignment. In
addiction, the quality stability of the solutions generated when using MatchFmeasure due to
the fact that MatchFmeasure is applied over the entire set of entities while the Linear System is
applied over a small reference alignment. In contrast, the Linear System has a low execution
cost. It is worth noting that the metaheuristics can be used with any objective function, and
the researcher can build his specific optimization algorithm in order to extract the best set of

metaheuristic, objective function, and parameters.

The framework is useful to the community because it simplifies complex processing
steps and delivers concise and well-defined information about the experiments. Once the source
code is available, new researchers can contribute to the evolution of this tool. In future works,
other stages of the framework (composition of similarity measures and correspondence selection
algorithms) will be explored in order to study the impact of each algorithm in the matching

Process.
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Figure 18 — Mean F-measure (horizontal line) and standard deviation of the mean F-measure samples

(vertical line) for each experiment model for each test case
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4 MANUSCRIPT 3: EXPERIMENTAL RESULTS

Every year, new ontology matching approaches have been published to address the
heterogeneity problem in ontologies. It is well known that no one is able to stand out from others
in all aspects. An ontology meta-matcher combines different alignment techniques to explore
various aspects of heterogeneity to avoid the alignment performance being restricted to some
ontology characteristics. The meta-matching process consists of several stages of execution, and
sometimes the contribution/cost of each algorithm is not clear when evaluating an approach.
In this master’s thesis, the main objective is to evaluate costs and contributions of algorithms
commonly applied to the problem. This chapter is a full article that presents the evaluation of
solutions commonly used in the literature in order to provide more knowledge about the ontology
meta-matching problem. Results showed that, the more characteristics of the entities that can be
captured by similarity measures set, the greater the accuracy of the model. It was also possible
to observe the good performance and accuracy of local search based meta-heuristics when
compared to global optimization meta-heuristics. Experiments with different objective functions
have shown that semi-supervised methods can shorten the execution time of the experiment but,
on the other hand, bring more instability to the result.

Section 4.4 of this chapter contains text describing the architecture and functioning of

the framework that have already been presented in greater detail in Section 3.4.

4.1 INTRODUCTION

Ontologies are computational models for representing objects in a domain and their
relationships. Due to its high representative capacity and its level of formalism, the ontology
model, which is human-readable and machine-readable, has been used in several applications to
model the underlying concepts in a formal manner (BANDROWSKI et al., 2016; HOEHNDORF;
SCHOFIELD; GKOUTOS, 2015). The ontology-based modeling is subjective and expert-
dependent; ontologies are built by people with distinct levels of expertise and goals. Therefore,
concepts that describe the same type of object may be represented in different ways, both in
syntax and structure, generating a problem of heterogeneity in data semantics. The heterogeneity
among various data sources is the main obstacle to the semantic interoperability. Finding
mappings between entities of different ontologies contributes to the interoperability of systems,
facilitating the exchange of information and, consequently, reducing the problem of semantic
heterogeneity (MOHAMMADI; HOFMAN; TAN, 2019).

Ontology matching techniques can be used to find semantic correspondences between
ontology elements with less human effort. The ontology matching is a NP-hard optimization
problem (KUREYCHIK; SEMENOVA, 2017) that can be addressed by several computational
techniques. Due to the high heterogeneity of the ontologies, there is no technique that stands
out from the others in all aspects (XUE; TANG, 2017). Ontology meta-matching (OMM)
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approaches can be used in this scenario. An ontology meta-matcher approach uses methods
to select the correct matching components to execute, and to adjust the multiple knobs (e.g.,
threshold, coefficients, weights, etc.) of the components that are part of the OMM process (XUE;
PAN, 2018).

The literature suggests that the best results found in the meta-matching of ontologies are
associated with the use of evolutionary algorithms (KUREYCHIK; SEMENOVA, 2017; XUE;
TANG, 2017). The OMM process generally usually uses (1) multiple similarity measures, (2)
a method of combining similarity measures, and (3) a method of selecting candidate matches,
where evolutionary algorithms are commonly employed in at least one of these last two steps.
Several evolutionary algorithms have been applied, and the most common are the Genetic
Algorithm (GA) (GULIC; VRDOLJAK; PTICEK, 2018), the Memetic Algorithm (RAMESH et
al., 2016) and the Particle Swarm Optimization (PSO) (SEMENOVA; KUREYCHIK, 2016b).

Since OMM process has several steps, components, and other factors that may impact
the result, comparing different approaches can be a challenging task. The authors normally use
the absolute numbers of Precision, Recall, and F-measure, however, using these three measures
is not enough to understand the pros and cons of each approach. This is because each approach
is composed of different similarity measures, combination methods and search methods, What
makes it not clear which researchers’ idea was responsible for the improvement in the final
result. An isolated analysis of the contribution/cost of each algorithm can help researchers and
developers to choose computational solutions that best suit their usage scenario. The objective
of this manuscript is to present a series of analyzes on the algorithms that are commonly used in
each execution stage of an OMM tool. The analyzes were made through experiments that were
designed to verify the behavior of each algorithm in isolation, that is, varying the algorithms
that are used in a specific step but maintaining the algorithms of the other steps. In this way, the
results are obtained according to the algorithms that were part of the object of study, since the

other stages of execution do not vary from one experiment to another.

The rest of the manuscript is organized as follows: Section 4.2 presents related works that
aimed to compare different approaches to OMM, as well as our view of the problem and how the
experiment can be divided and executed. Section 4.3 presents part of the research methodology,
introducing the hypotheses that were tested in the work. Section 4.4 presents the framework that
was used to conduct the experiments, describing how it fits to accommodate the proposals of this
research. Section 4.5 finalizes the methodology, explaining the experiment models built within
the framework for each hypothesis to be tested. In section 4.6 we discuss the results and, finally,

section 4.7 presents the conclusions and limitations of the work.

4.2 RELATED WORKS

Based on the workflow presented by some authors (SILVA; BAIAO; REVOREDO, 2014;
XUE; PAN, 2018), the ontology meta-matching task can be divided into steps. In the first step,
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called by us as the Modeling step, authors usually describe which similarity measures are used to
compare ontology entities. In the second step, the Optimization Step, a combination method is
defined to aggregate multiple similarity measures. Several authors present approaches based on
finding the best set of parameters to aggregate multiple similarity measures (XUE; PAN, 2018),
which makes the second step a prolific research topic (OTERO-CERDEIRA; RODRIGUEZ-
MARTINEZ; GOMEZ-RODRIGUEZ, 2015; ACAMPORA; ISHIBUCHIL; VITIELLO, 2014).
After the optimization step establishes the final confidence value for each candidate match, it is
necessary to select the correspondences that have greater probabilities of correctness. Thus, in
the third step, Correspondence Selection, heuristic search methods are usually used to define
the correspondence set (alignment) closest to the optimum (MOHAMMADI; HOFMAN; TAN,
2019).

Comparative studies on OMM approaches have evaluated the use of different meta-
heuristics used in Optmization and Correspondence Selection steps. In (ACAMPORA; ISHIBU-
CHI; VITIELLO, 2014), the authors analyzed multi-objective ontology matching approaches,
and aimed to evaluate the Optimization step. The authors make use of important metrics such as
hypervolume, ¢ index, C' metric, and others, which allow viewing the results from a statistical
point of view . The main finding in (ACAMPORA; ISHIBUCHI; VITIELLO, 2014) is that the
better performance of the Optimal Multi-Objective Particle Swarm Optimization (OMOPSO)
over other famous multi-objective algorithms such as NSGA-II, MOEA/D, and SPEA2.

Seeking to analyze the application of local search meta-heuristics in the Correspondence
Selection step, in (ACAMPORA; VITIELLO, 2020) the authors present a comparison on the
TABU search, Simulated Annealing (SA) and other meta-heuristics. The experiments use the
same set of similarity measures and integrate them in a weighted way through the OWA operator
(Yager, 1988). In (ACAMPORA; VITIELLO, 2020), meta-heuristics are modeled to find the
best candidate matches in one step after the aggregation of similarity measures, the goal is to find
the alignment that minimizes the distance between entities (or maximizes the confidence value in
the alignment). In addition to well-known metrics (Precision, Recall and F-measure), the authors
(ACAMPORA; VITIELLO, 2020) compared the convergence rate of each of the metaheuristics.
The convergence analysis in this case is facilitated by the modeling chosen by the authors, since
the solution space is composed of candidate alignments, therefore, it is possible to compare the
modifications of the final solution in each iteration. The authors highlighted the TABU search

performance over other meta-heuristics.

MELT (HERTLING; PORTISCH; PAULHEIM, 2019) presents different tools to assess
the similarity between the results of the matchers in order to promote different comparative
analyses. MELT is a toolkit for ontology meta-matching whose components have been used
individually in other researches (PAULHEIM, 2019). The toolkit was designed to evaluate
ontology matching tools as well as visualizing matching results. Its main characteristics are

associated with the visualization of results and the integration with the tools provided by OAEI,
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such as SEALS and HOBBIT. The authors demonstrate the framework’s evaluation methods by
calculating similarity between the result of matchers who participated in Ontology Alignment
Evaluation Initiative (OAEI) campaigns. The metric used in the article compares the similarity
between correspondences found by different matchers, indicating the importance of qualitative

analysis in the OMM problem.

Despite the advances in understanding the ontology meta-matching problem and ap-
proaches, there are some questions to be answered. New approaches have been published in
the last years, but it is not clear whether the results are statistically significant and which new
idea in the meta-matching process has resulted in better results. This occurs mainly due to the
evaluation methodology adopted by the authors. In articles that compare different approaches,
some authors (ACAMPORA; ISHIBUCHI; VITIELLO, 2014) compare different meta-heuristics
in the Optimization step and others (ACAMPORA; VITIELLO, 2020) compare different meta-
heuristics in the Correspondence Selection step, but when it comes to analyzing the impact
of these algorithms on the solution, there is a gap. As the analysis is focused exclusively on
meta-heuristics, there may be a false impression that the meta-heuristic was the main factor that
contributed to the result. However, the OMM process is sequential and the result of one step
directly affects the next step. Furthermore, the experiment is composed of similarity measures,
objective functions, combination methods and other factors that may have a greater influence on

the quality of the result or on the time spent to obtain it.

In some articles that present new proposals for OMM, the evaluation methods focus
on accuracy results and do not explore relevant characteristics of the algorithms used. In (SE-
MENOVA; KUREYCHIK, 2016b), (BINIZ; AYACHI, 2018) and (XUE; REN, 2017), different
OMM approaches are proposed, and the evaluations are made in comparing Precision, Recall
and F-measure values. These three metrics are sufficient to validate whether the experiment is
capable of finding solutions to the problem, but they are insufficient, when applied in completely
different experiments, to answer which part of the approach is responsible for the results. In
(SEMENOVA; KUREYCHIK, 2016b), the authors evaluate ontologies synthetically created
and there is no comparison with other approaches in the literature. In (XUE; REN, 2017), the
authors used the OAEI dataset and the results were compared to other approaches that were
submitted to the same campaign using Precision, Recall and F-measure values. Analyzes that
could bring more details of the results, however, are not easy to be done because there is a lack
of information regarding the behavior of the algorithms that are executed in each processing step,
such as the confidence value of each similarity measure, or the cost of performing an objective

function.

Unlike MELT, this article presents comparisons using not only the correlation rate but the
time spent and accuracy rates related to experiments with similar configurations to make clear
the impact that a choice in the OMM workflow can cause to the results. Like (ACAMPORA;
ISHIBUCHI; VITIELLO, 2014) and (ACAMPORA; VITIELLO, 2020), this study seeks to
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find answers that help to understand the role that each algorithm plays in the construction of
the solution. We analyze the contribution of different similarity measures, different objective
functions, and comparisons between methods that are not exclusively based on meta-heuristics.
These answers may allow researchers to better understand the statistical significance of each

computational solution.

4.3 HYPOTHESIS DEFINITION

This section is dedicated to reporting the definition of each hypothesis tested in this
work, as well as presenting the motivations and justifications behind each hypothesis. The first

hypothesis concerns the use of multiple similarity measures and is defined as:

HI : To use String-based, Taxonomy-based and Linguistic Resources similarity measures is

enough to create a resilient tool

Although similarity measures represent the basis for starting the experiment, most articles
do not include similarity measures in their evaluation methodologies; they only describe which
measures were used and how they work, as in (XUE; WANG; REN, 2014; BINIZ; AYACHI,
2018; RAMESH et al., 2016). It is difficult to determine which measures contributed to a
particular alignment. The H1 hypothesis tests the ability of different similarity measures to find
different matches, using similarity measures from three different groups. Similarity measures
can be classified with respect to the type of input they work with. A well-known classification
is presented in (SHVAIKO; EUZENAT, 2013). In our experiments, we evaluated measures
from three groups: String-based, Taxonomy-based, and Linguistic Resources. The three groups
were chosen because they represent the majority of similarity measures that have been used by
researchers in recent years. Data on the most frequent groups of similarity measures can be seen
in Figure 19. Figure 19 shows the percentage that each group represented in articles published
in the last seven years, the groups are divided by the year of article publication and follow the
classification of (SHVAIKO; EUZENAT, 2013).

Despite String-based, Taxonomy-based and Linguistic Resources are the most common
types, there are other algorithms that can be used to assess the similarity between two objects,
some of which may not have been used in OMM approaches. The knowledge domain represented
by the ontology is a factor that can influence some authors to search for domain-specific similarity
measures, for example, if the ontologies are in the health area it may be interesting to look for a
similarity measure that uses a medical thesaurus. Domain-specific measures can enhance the
results but end up being restricted to just one application scenario. The normalized compression
distance (NCD) is a distance measure that works for any type of data and has been used in
clustering applications (SARASA; GRANADOS; RODRIGUEZ, 2019). As far as we know, the
NCD has not yet been tested on OMM tools. The H2 hypothesis comes precisely to verify the
applicability of the NCD.
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Figure 19 — Percentage of each type of similarity measure per year
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H2 : The use of the normalized compression distance can reduce the error rate of a ontology

meta-matcher

After defining the hypotheses about the similarity measures used in the Modeling step, the
next hypotheses refer to the meta-heuristics and objective functions, dividing between those used
in the Optimization step and the ones used in Correspondence Selection step. There are several
works addressing the OMM problem using different meta-heuristics, such as Genetic Algorithm
(GA) (SOUZA; SIQUEIRA; NUNES, 2019), Memetic Algorithm (XUE; TSAI; WANG, 2017)
and Particle Swarm Optimization (PSO) (MARIJIT, 2015). Each meta-heuristic can make use of
one or more objective functions, which are responsible for guiding the meta-heuristic solution(s)

in the search space.

In this work, we divide the objective functions into supervised/semi-supervised and
unsupervised approaches. Supervised approaches require a full reference alignment to compute
their value, semi-supervised approaches require a relatively small reference alignment, and
unsupervised approaches works independently, with no reference alignment required. Figure
20 presents a comparison between the number of supervised/semi-supervised and unsupervised
approaches in the literature, pointing to an increase in the number of unsupervised in recent years.
In the Optimization step, both supervised/semi-supervised (SOUZA; SIQUEIRA; NUNES,
2019) and unsupervised (XUE; TSAI; WANG, 2017) approaches can be used. Both (SOUZA;
SIQUEIRA; NUNES, 2019) and (XUE; TSAI;, WANG, 2017) evaluate the research in the
OAEI biblio benchmark, and the authors applied meta-heuristics in the optimization step,
but with different objective functions. The evaluation of (SOUZA; SIQUEIRA; NUNES,
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Figure 20 — Amount of Unsupervised vs Supervised/Semi-supervised approaches per year
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2019) and (XUE; TSAI; WANG, 2017) is done in terms of the F-measure, (XUE; TSAI;
WANG, 2017) still includes comparisons of time and memory spent. Neither the articles that
compare approaches (ACAMPORA; ISHIBUCHI; VITIELLO, 2014; ACAMPORA; VITIELLO,
2020), nor the articles that propose algorithms that fit in the Optimization step (SOUZA;
SIQUEIRA; NUNES, 2019; XUE; TSAI; WANG, 2017), present evaluation proposals about
different objective functions, making it difficult to understand the contribution of each objective
function and, likewise, making it difficult to study new trends, such as the data presented in Figure
20. The H3 hypothesis was built to evaluate two distinct objective functions, one supervised and

one unsupervised.

H3 : In the same experiment setup, an unsupervised approach can achieve results with quality

close to that of a supervised one, however the time for reaching this solution is longer

The last hypothesis was created based on the algorithms used in the Correspondence
Selection step. There are several methods that can be used at this step (ESSAYEH; ABED,
2015), such as the Karp algorithm, Minimum Cost Flow (MCF), Hungarian Algorithm or meta-
heuristics (MOHAMMADI; HOFMAN; TAN, 2019). Simpler deterministic algorithms like
Hungarian optimize based only on the confidence value assigned to each relationship, while a
meta-heuristic can evaluate other aspects such as the number of candidate matches for each entity.
In (ACAMPORA; VITIELLO, 2020), the authors compare different local search meta-heuristics
that use the same objective function to search for optimal alignment. The evaluation is conducted
using the F-measure score and the solution convergence rate. In (MOHAMMADI; HOFMAN;
TAN, 2019), a tool named SANOM is proposed, and the authors use SA to search for optimal
alignment. The solution used in SANOM fits in the Correspondence Selection step described in

this work. SANOM was evaluated by numerous tracks from OAEI, demonstrating the versatility
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of the tool. The authors present analyzes of time consumption, Precision, Recall, F-measure and

other metrics.

Both works (ACAMPORA; VITIELLO, 2020; MOHAMMADI; HOFMAN; TAN, 2019)
present robust solutions for the correspondence selection step, however some authors use
simpler methods and still are able to find good solutions (SOUZA; SIQUEIRA; NUNES, 2019;
ESSAYEH; ABED, 2015). As the evaluation of (ACAMPORA; VITIELLO, 2020) is carried
out by exchanging one meta-heuristics for another and the SANOM evaluation is conducted
comparing the final result of the experiment, there is no evidence of the effects of the Hungarian
algorithm, since the articles focus on methods based on meta-heuristics. The H4 hypothesis tests
the cost/benefit of a correspondence selection algorithm based on meta-heuristics and another

based on the Hungarian method.

H4 : To use a meta-heuristics selection approach can cause new matches to be found in a time

similar to the Hungarian algorithm.

44 ONTOLOGY META-MATCHING EXPERIMENTATION FRAMEWORK

In this work, we make use of a framework to test ontology meta-matching approaches.
It was built based on the division of the ontology meta-matching process into steps, where a
set of computational solutions is available for each step. The framework covers the three main
steps of the OMM process: the Modeling, Optimization, and Correspondence Selection steps
(see Figure 21). Each step constitutes a system module that includes algorithms to evaluate
similarity between entities, optimization algorithms for combining similarity functions and
selection algorithms to choose matches. Each module operates independently having its input
data and a predefined output format. This architecture allows new approaches to be implemented

at specific process steps facilitating the construction of different experiment models.

Figure 21 — System Architecture
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Source: created by the author.
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In Figure 21, it is possible to observe the existence of a management module that controls
the flow of execution of the experiment. This module is responsible for guaranteeing the execution
and delivering the result of one execution step to the subsequent step. The processing modules
are those that have different algorithms to perform the same OMM sub-task. Through changes in
the configuration file, new experiment models can be created, processed and evaluated under
different measures of a statistics module. This framework is freely available' for researchers
to use and improve it and the following subsections describe in detail each of the processing

modules.

4.4.1 Modeling

The modeling module is the first to be triggered by the manager module. This module
has as input the files containing the pair of ontologies that will be aligned and the name of
each similarity measure that will be used in the experiment. This framework was developed
to process ontologies described in OWL or RDF. All this information is read and structured in
computational objects that will be consumed in the following steps by means of the Jena API
(MCBRIDE, 2002). The output consists of objects containing the ontologies data and a set of

similarity measures.

The user can implement his own similarity measures as well as use the measures available
in the tool. Each similarity measure (matcher) generates a matrix with |e;| rows and |es| columns,
where e; represents the set of entities from the source ontology and e, the set of entities from
the target ontology. Each cell in the matrix represents the confidence value assigned by that
matcher for a specific candidate match. To include new similarity measures, the user simply
implements the interface that best suits the data that will be needed in the measure. For example,
a String-based measure (EUZENAT; SHVAIKO, 2013) can be added using the /EditDistance
interface because it consumes two strings, while functions such as Similarity Flooding (MELNIK;
GARCIA-MOLINA; RAHM, 2002) must use the ISimilarityFunction interface because it is
necessary to use other information from the concept. Table 18 shows some of the measures
available and their classification according to (EUZENAT; SHVAIKO, 2013).

Table 18 — Similarity Measures

Name Classification Reference

Wu Palmer Linguistic-based (WU; PALMER, 1994)

Lesk Linguistic-based (BANERJEE; PEDERSEN, 2003)

Similarity Flooding =~ Taxonomy-based (MELNIK; GARCIA-MOLINA; RAHM, 2002)
JaroWinkler String-based (WINKLER, 1999)

Levenshtein String-based (LEVENSHTEIN, 1966)

DameraulLevenshtein ~ String-based (DAMERAU, 1964)

Source: created by the author.

I <https://bitbucket.org/nicolasferranti/heuristicontologymatching/src/master/>
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4.4.2 Optimization

The optimization step is the experiment step responsible for combining multiple similarity
measures and defining a confidence value for each pair of ontology entities. An optimizer can be

defined as a tuple o = (01, 02, Sm, HS A) where:

* 0; and o, are the computational structures of the ontologies to be matched, represented by
an instance of type Model that contains the methods to retrieve the pertinent information

of the ontology data.

* Sm represents the similarity measures set. For each
sim € Sm, sim(Entity,, Entityy) = Con fs, where Entity,, Entity, are entities from
distinct ontologies and C'on fy;,,, € [0, 1].

* HSAis an heuristic search algorithm.

To perform the optimization process, it is common in the literature to use metaheuristics
such as Genetic (XUE; PAN, 2018), Memetic (XUE; CHEN, 2019b), PSO (SEMENOVA;
KUREYCHIK, 2016b) algorithms and many other approaches as search algorithm. Evolutionary
algorithms are becoming the state of the art in the search for solutions to this problem (XUE;
LIU, 2017b). These search heuristics are usually used to find the best combination of similarity
measures. Despite having inspiration in different phenomena, the sequence of operations of the
meta-heuristics are similar, generally making use of (1) a phase of building one or more solutions,
(2) diversification of solutions to explore the search space and (3) intensification to improve
the quality of existing solutions. The great advantage of using meta-heuristics as optimization
algorithms is the level of abstraction that this solution has, each type of strategy must be adapted
based on the characteristics of the problem, that is, it is a malleable solution whose effort will

depend on the objectives of the researcher.

The framework allows the researcher to implement his own optimization algorithm as
long as it respects the input and output formats of the execution. The interface developed for the
implementation of an optimizer is divided into three levels of specialization. At the most abstract
level, the user simply implements a function that returns a similarity matrix M/ containing the
candidate matches and their confidence rates. At the intermediate level, the user has the inclusion
of a Model object that delivers the methods of accessing the data of the ontologies. At the
third level, the user can include in his optimization algorithm an objective function created
based on a fitness interface. As the optimization algorithms, the framework provide a generic
interface allowing the researcher to implement his own objective function or use one (or more)
of those available. To implement a new objective function, the interface requires the researcher
to define the fitness calculation method and other simple characteristics regarding the function,

for example, if the objective is to maximize or minimize.
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To exemplify the use, three optimization approaches are available in the framework: a
genetic algorithm (GA) , a prey-predator algorithm (PPA) and a greedy randomized adaptive
search procedure (GRASP). Each of the three algorithms was implemented at the third level of
specialization, that is, the algorithms implement a function that returns the similarity matrix M,

use the Model object and use an objective function based on the Fitness interface.

Table 19 — Objective Functions Available

Name Classification Reference

Precision Supervised (MANNING; RAGHAVAN; SCHUTZE, 2008)
Recall Supervised (MANNING; RAGHAVAN; SCHUTZE, 2008)
F-measure Supervised (MANNING; RAGHAVAN; SCHUTZE, 2008)
Linear System Based Semi-Supervised (SOUZA; SIQUEIRA; NUNES, 2019)
Confidence Sum Unsupervised (ACAMPORA et al., 2013a)

MatchCoverage Unsupervised (XUE; LIU, 2017¢)

MatchRatio Unsupervised (XUE; LIU, 2017¢)

MatchFmeasure Unsupervised (XUE; LIU, 2017¢)

Source: created by the author.

Several objective functions can be found in the literature. In this research we classified
them into supervised and unsupervised approaches in order to simplify the understanding of how
these functions can work. A supervised objective function requires a reference alignment to
evaluate the quality of a solution, while the unsupervised function works independently. Table
19 presents the set of objective functions available in the framework, as well as the classification
we propose for the type of approach and the reference where more details of the algorithm can
be found. The objective function based on the linear system was classified as semi-supervised
because it uses a relatively small reference alignment when compared to the others supervised.
The objective functions guide the search performed by the meta-heuristic in the solution space.
At the end of the execution, the meta-heuristic returns the parameters to aggregate multiple
similarity measures. These parameters are used to build a unified similarity matrix which
represents the Optimization module output. This similarity matrix contains all possible candidate
correspondences and their similarity score. Let £ ; be the ¢;, entity of O, and E ; be the jy,
entity of O, where i € {1,|04]} and j € {1,]|O5|}. Each row of the matrix M has a tuple

(E4i, Es j,mi ;) where 1, ; is the confidence value for the candidate match (E; ;, Es ;).

4.4.3 Correspondence Selection

The correspondence selection module is responsible for selecting the candidate matches
of matrix M that are most likely to be a correct match. The algorithms used in this step vary
according to the researcher’s objective. The size of the ontologies also influences the choice of
correspondence selection algorithms since the weights adjustment process of the optimizer is
costly for large-scale ontologies. What is observed in the literature is that authors who work with

large-scale ontologies allocate effort in the stage of correspondence selection, making use of
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more complex algorithms such as memetics (XUE; LIU, 2017a), NSGA-III (XUE; LU; CHEN,
2019) and others (XUE et al., 2018a; XUE; CHEN, 2019¢). While authors who work with
conventional ontologies and focus on the optimization process use simpler selection algorithms
such as greedy heuristics and other deterministic algorithms (SOUZA; SIQUEIRA; NUNES,
2019; ACAMPORA et al., 2013a). This framework allows the researcher to implement their
own selection algorithms through a standard interface, whether they are specific heuristics or
meta-heuristics. To propose a new solution, the researcher needs to implement a method that
uses the M similarity matrix as an input and returns a set of matches that represents the final

alignment.

To exemplify this process, Figure 22 shows the data flow starting from the confidence
value calculated by each matcher for each candidate correspondence. If e; and e, are entities in
the source ontology and e and e, are entities in the target ontology, the experiment optimizer
combines the confidence value while the match selector chooses the most reliable pairs. This
framework provides three selection algorithms as examples. The first algorithm is an iterative
greedy algorithm that seeks, at each iteration, the highest 7; ; and selects the most reliable match.
The second algorithm is based on the Hungarian method and details are presented in (KUHN,
1955). The third algorithm presents a Simulated Annealing metaheuristic implementation that,
unlike the others, makes use of a structure to represent a solution based on correspondences.
This structure is available for consumption in other algorithms and consists of a list of objects,

each one containing the information about a single correspondence.

Figure 22 — Data Flow
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Source: created by the author.

The algorithms available in the framework work with cardinality rates (1:1), which

means, each entity can only be aligned once with another entity. Therefore, since two entities
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are chosen as a match, all other candidate matches that have one of these entities must be
removed from matrix M. Other cardinalities can be added. The output format of this module is

an alignment (A) that contains the most reliable correspondences in M.

4.5 EXPERIMENTAL PLANNING

The H1 hypothesis concerns the use of multiple similarity measures to verify the ability of
finding correspondences for each type of measure. Groups were created based on the type of input
that classifies the measure. Based on the classification model (EUZENAT; SHVAIKO, 2013),
four groups were created that form the basis for four different experiment models presented in
Figure 23. The first two models (SBL and SBS) represent terminological measures operating
with two different similarity measures: Levenshtein distance (used in (XUE; WANG, 2017;
ZHANG; GUO, 2019; FORSATI; SHAMSFARD, 2016)), and SMOA (XUE; PAN, 2017) which
according to (STOILOS; STAMOU; KOLLIAS, 2005) is the most performing measure for the
OM problem. The third model (LRW) is also terminological, but adopts a linguistic approach
based on WordNet. Finally, the last model (TB) includes measures at the structural level,

represented mainly by the similarity flooding algorithm which is a Taxonomy-based approach.

The algorithms used in the Optimization and Correspondence Selection steps were
chosen empirically in order to reduce stochastic factors that impact both the quality of the result
and the time spent to obtain it. The main objective was to provide that the data collected from
the experiment were as less dependent as possible on the Optimization and Correspondence
Selection steps. It was used the Hungarian method (deterministic method), the MatchFmeasure

(not influenced by reference alignments), and GRASP.

Figure 23 — Configurations created for evaluation of H1
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Source: created by the author.

Hypothesis H2 is also associated with the Modeling module. Four different experiment
models were built: Levenshtein, NCD-Concept, NCD-Concept-Property, and NCD-Full (see
Figure 24). The first one (Levenshtein) consists of the combination of similarity measures that

were separated in H1, all using the Levenhtein distance (Model 1) as similarity calculation
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strategy. The same set of measures was used in the second experiment model (NCD-Concept),
however, with the NCD replacing the Levenshtein distance in the calculation of similarity
between concept names (Model 2). In the NCD-Concept-Property model (Model 3), in addition
to the concept name similarity, the NCD was also applied to property names. Finally, in the NCD-
Full model (Model 4), all similarity measures are configured to use the NCD. The objective is to
assess the impacts of the NCD in this scenario. As in H1, the Optimization and Correspondence
Selection algorithms were chosen to minimize stochastic variations both in time and in the

quality of the result so that the experiment actually portrays the behavior of similarity measures.

Figure 24 — Configurations created for evaluation of H2

Modeling Optimization Correspondence Selector
e ™
Similarity Measures . h__Lne!-rensmeln ]| (s'g?_dﬂ'lja) lﬁ ( .
+
* ConceptNameSimilarity - - ‘ > GRASP > Hungarian
J » +
Model 2 ‘ Algorithm
~ TJ o onaepy | || MtcnFmessure
. DirectPrnpertyByNameSImlIarny b g
J Model 3 7
i Y
. CommentTokenSimilarity ‘"i?ocg"c';'“ - T —
e R gl | [y
» DomainSimilar venshtein
. i J- Model 4 - NCD-Full
(NCD-Full) & I
» DirectindividualSimilarity —bl Levenshtein |— E —_—
» DirectSuperClassSimilarity g | NCD-Concept | NCD-Concept-
» DirectSubClassSimilarity o — Property

Source: created by the author.

The H3 hypothesis is associated with the use of different objective functions. To test it,
two objective functions of the framework were selected, both of them can be used in the same
application scenario, where a candidate alignment is sought, which will be validated later by
a specialist. The objective functions are: maximizing the MatchFmeasure (unsupervised) and
minimizing the error when solving the linear system (semi-supervised). Both objective functions
were tested with three different meta-heuristics: GA, GRASP, and PPA. The details of each
model can be seen in Figure 25. The Hungarian algorithm was used as a correspondence selector
by the H3 experiment models in order to minimize the stochastic factors and allow the result to
occur due to the variation of the objective and meta-heuristic functions in the optimization step.
Also, the set of similarity measures is composed of measures that until then were separated in

hypotheses H1 and H2 but which presented promising results when combined.

The H4 hypothesis suggests the comparison between different algorithms that can be
executed in the correspondence selection step, with an emphasis on the Hungarian method
(KUHN, 1955) and methods based on heuristics. To test it, two experiment models were
created, both with the same algorithms in the Modeling and Optimization steps but varying the
Correspondence Selection algorithm. In Figure 26, the Hungarian model uses the Hungarian

method as a correspondence selector while the SA model uses an implementation of the Simulated



94

Figure 25 — Configurations created for evaluation of H3
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Figure 26 — Configurations created for evaluation of H4
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4.6 EXPERIMENTAL RESULTS
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Our experiments were carried out using one of the datasets provided by the Ontology
Alignment Evaluation Initiative? (OAEI).Among the benchmarks made available by OAEI, the

biblio benchmark is the one that better suits the ontology meta-matching problem. Each test case

present in the biblio benchmark consists of the alignment between a source synthetic ontology

and a target ontology. The source ontology is the same in each test case, while the target ontology

varies according to the test number. In test ranges 1xx and 2xx, the target ontology is created

systematically from the source ontology where, at each test, part of the ontology information

is discarded/modified in order to evaluate how the algorithm behave when this information is

lacking. In range 3xx, the alignment between the source ontology and real ontologies in the

domain of bibliographic references is verified. This test base is suitable for meta-matching

2

http://oaei.ontologymatching.org/
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because what is expected from this type of approach is an adaptive behavior that rewards the

most efficient solutions to maximize the quality of the result in different scenarios.

The dataset was divided into test subsets. The 1xx subset is simpler than the others, as it
contains only generalization or language restriction misrepresentations. The 3xx subset contains
all tests with real ontologies. Tests 2xx, which contains misrepresentations related to hierarchy,
instances, nomenclature, classes and others, was subdivided into two subsets. The subset 2xx-1
contains all tests that have one or two misrepresentations, while subset 2xx-2 contains test cases
that have more than two misrepresentations. All tests were conducted by an Ubuntu 14.04.5 LTS
machine with Intel Xeon CPU E5-2650 v2 @ 2.60GHz and 16GB RAM.

4.6.1 HI Evaluation

As mentioned before, H1 hypothesis concerns the use of multiple similarity measures
to verify the ability of finding correspondences for each type of measure. Table 20 shows the
accuracy by subset of each model built for the H1 test, in the 1xx range all models achieved the
maximum result, while in the others the best results were with the SBL and TB models. Based
on this preliminary result, a model composed of measures from the SBL and TB models was
created, the results of this model are also presented in Table 20. The results achieved by the
SBL + TB model equal or exceed the others in terms of F-measure. In some test cases, such as
T258 and T259 in Figure 27, neither SBL nor TB achieve the best result, but the combination of
both allowed new correspondences to be found. Tables 21 and 22 show the Jaccard coefficient
between the SBL, TB, and SBL + TB models for the T209 and T258 tests, respectively. The
higher the Jaccard coefficient, the more correspondences the experiments found in common,
whether they were correct or not. In the T209 test, SBL achieved the best results followed by
TB, the SBL + TB model was able to surpass the others in T209 and, according to the Jaccard
coefficient, the matches found by SBL + TB are more similar to those of TB, which indicates a
greater contribution by TB measures even SBL having been higher than TB in this case. In the
T258 test, where neither SBL nor TB did well but SBL + TB outperformed the others, the Jaccard
coefficient shows that new matches were found, since the correlation between the experiments is

low.

In terms of execution time, the composite model of SBL + TB was also more expensive
than the others, since it has a larger set of similarity measures. Figure 28 shows the mean
execution time in seconds of each model for each test case, the LRW model ends up spending
more time compared to the other terminological models because it requires an external connection
to search on WordNet. The model composed by SBL + TB spent an average of 37 seconds, while
the SBL model and the TB model spent an average of 21 and 17 seconds, respectively.

To compare the results achieved by the composite model of SBL + TB with results
from the literature, two studies were selected whose evaluation uses the same OAEI benchmark

and the results are divided by the test number. Table 23 shows the results made available by
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Table 20 — F-measure rates for the four experiment models

#Test Precision Recall F-measure

1xx 1.000 1.000 1.000
String-based Levenshtein (SBL) ;ii: ; 82;3 822; ggi;
3xx 0.808 0.807 0.804
1xx 1.000 1.000 1.000
2xx-1 0.897 0.921 0.905

String-based SMOA (SBS) 2xx2 0.236 0268 0247

3xx 0.755 0.757  0.754
Ixx 1.000 1.000  1.000
2xx-1  0.894 0918 0.903
2xx-2  0.245 0.276  0.255
3xx 0.652 0.660 0.653
1xx 1.000 1.000  1.000
2xx-1  0.869 0.893 0.877
2xx-2  0.336 0.379  0.351
3xx 0.595 0.596 0.594

Ixx 1.000 1.000  1.000
2xx-1  0.944 0.967 0.952
2xx-2  0.407 0.452 0423
3xx 0.808 0.807 0.804

Linguistic Resources Wordnet (LRW)

Taxonomy-based (TB)

Composition of SBL + TB

Source: created by the author.

Table 21 — Jaccard Coefficient for H1 test number 209

Jaccard #209 SBL TB

SBL + TB 0.500 0.803
SBL 1.000 0.422

Source: created by the author.

Table 22 — Jaccard Coefficient for H1 test number 258

Jaccard #258 SBL TB

SBL + TB 0.155 0.069
SBL 1.000 0.075

Source: created by the author.

articles (XUE et al., 2015) and (XUE; WANG, 2017), as well as the result achieved by the SBL
+ TB model for the same test cases. In this case, the H1 hypothesis proves to be true, because
when using String-based, Taxonomy-based, and Linguistic Resources measures in an isolated
environment, which does not suffer variations in the algorithms of other processing steps, it
was possible to achieve results compatible with those in the literature. The studies pointed to

different groups of correspondences associated with each set of similarity measures that, when
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Figure 27 — Best F-measure rate for each H1 model, for each test case
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Figure 28 — Mean runtime in seconds of each model for each test case
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combined, allow the creation of a more resilient tool, albeit slower.

4.6.2 H2 Evaluation

Hypothesis H2 tests the use of NCD as a new similarity measure applied in OMM. Table
24 shows the accuracy results of the models that evaluate the NCD, it is also possible to observe
in how many tests, of each specific range, a model achieved the best result among all models
(last column). The results of the NCD varied, in the 3xx test range that includes alignments
with real ontologies, there was no result capable of surpassing the Levenshtein model (SBL
+ TB), however in the 2xx-1 and 2xx-2 ranges there were some test cases whose result was
higher, mainly in the 2xx-2 range of the NCD-Concept-Property model, where eight test cases
were better than the others. Despite the improvement in some specific test cases, the average
value points to compensation in the other cases causing the difference to appear in the third

decimal place. Figure 29 shows that the use of NCD in some of the similarity measures did
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Table 23 — Comparison of SBL + TB with literature approaches in terms of F-measure

Test (XUE et al., 2015) (XUE; WANG, 2017) Composition of SBL+TB

101 1,000 1,000 1,000
103 1,000 1,000 1,000
104 1,000 1,000 1,000
201 0,940 0,940 1,000
203 0,990 0,990 1,000
204 0,980 0,980 1,000
205 0,930 0,930 0,995
206 0,700 0,700 0,995
221 1,000 1,000 1,000
222 1,000 1,000 1,000
223 0,990 0,990 0,979
224 1,000 1,000 1,000
225 1,000 1,000 1,000
228 1,000 1,000 1,000
230 1,000 1,000 0,966
231 1,000 1,000 1,000
301 0,750 0,810 0,842
302 0,740 0,850 0,681
304 0,930 0,930 0,890
Mean 0,945 0,954 0,966

Source: created by the author.

not impact on large differences in the experiment execution time, in the first half of the test
cases the intermediate models obtained better performance than Levenshtein, a situation that is
reversed from the test T258 ahead. In general, the NCD demonstrated that it can be a metric to
be explored in OMM approaches, the H2 hypothesis was found to be true in some of the test

cases but not in the vast majority.

4.6.3 H3 Evaluation

In hypothesis H3, three meta-heuristics and two distinct objective functions were evalua-
ted, totaling six experiment models. Table 25 shows the accuracy result of each model, of the
models that used the function based on the linear system (LS), GRASP presented better results
in the ranges 2xx-1 and 3xx while GA and PPA were better in the range 2xx-2. The replacement
of the LS function by MatchFm resulted in a jump in the quality of the result, mainly for the
GRASP and PPA models, demonstrating that this objective function alone has the potential to
show new points in the solution space. Among the models that used MatchFmeasure, GRASP
and PPA obtained, on average, better results than GA, where GRASP was better in the 3xx
range and the PPA was better in the 2xx-2 and 2xx-1 ranges. However, Figure 30 shows that
PPA + MatchFm was much more expensive than GRASP + MatchFm in the vast majority of

test cases, spending more than twice the time, which shows that in the experiments conducted
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Table 24 — F-measure rates for the four experiment models of H2

#Test Precision Recall F-measure Cases with the best result

1xx___ 1.000 1.000  1.000 0
Levenshici 2xx-1  0.944 0967 0.952 2
cvenshtemn 2xx-2  0.407 0.452  0.423 5
3xx  0.808 0.807  0.804 3
Ixx___1.000 1.000  1.000 0
2xx-1  0.943 0967 0.951 3
NCD-Concept 2xx-2 0411 0457 0.426 7
3xx  0.800 0798  0.796 2
Ixx___ 1.000 1.000  1.000 0
2xx-1 0.933 0957 0.941 1
NCD-Concept-Property = » (413 0461  0.429 8
3xx  0.753 0.756  0.752 0
Ixx___ 1.000 1.000  1.000 0
2xx-1  0.937 0961  0.954 2
NCD-Full 2xx-2 0402 0448 0417 2
3xx  0.746 0.749  0.744 1

Source: created by the author.

Figure 29 — Mean runtime (seconds) of each H2 model for each test case

== |evenshtein == NCD-Concept NCD-Concept-Property == NCD-Full

80

Source: created by the author.

GRASP had the best cost/benefit between the approaches that used MatchFm. Despite showing
improvement in the quality of the results, the experiments that used MatchFm were more costly
in terms of execution time than the LS, spending more than twice the time. Therefore, if the
execution time is a determining factor in the use of the tool, it may be worthwhile to select some
input correspondences for the construction of the linear system. Although they can be obtained
more quickly, the results of the models with LS vary more as pointed out by Figure 31 and
Figure 32. Figures 31 and 32 show the mean and standard deviation for each test case, indicating

that in most tests at switching from LS to MatchFm the stability of the experiment increased.
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Stability can be associated with the set of correspondences that are analyzed by the objective
function, since MatchFm takes into account all possible pairs of entities while the LS models use

a reference set that has 3 to 4% of the total correct correspondences.

The experiments show that each algorithm has its pros and cons, both an objective
function and a meta-heuristic are capable of providing leaps in terms of quality and execution
time, leaving the researcher to adapt them to their usage scenario. The H3 hypothesis was
proven true for the tested algorithms because the quality of the solutions found as a result of
MatchFm was close to the solutions found with LS models, surpassing the LS-based models in
numerous test cases. In fact, it takes more time to find these solutions since there is no prior
knowledge embedded in the objective function that limits the evaluation scope, which means

that the unsupervised approach checks for more possibilities and spends more time.

Table 25 — F-measure rates for the six experiment models of H3

#Test Precision Recall F-measure

Ixx 1.000 1.000  1.000
2xx-1  0.934 0.957 0.942

GA+LS 2xx-2  0.402 0443  0.416
3xx  0.604 0613  0.607
Ixx____1.000 1.000  1.000
2xx-1  0.940 0.964 0.948
GRASP+LS 2xx-2  0.358 0398 0372
3xx  0.799 0.800  0.797
Ixx___ 1.000 1.000  1.000
2xx-1 0.925 0.948  0.933
PPA+LS 2xx-2 0.399 0443  0.414
3xx  0.547 0.556  0.550
Ixx___ L.000 1000 1.000
2xx-1  0.939 0.963 0.948
GA+MatchFm 2xx-2  0.353 0395 0367
3xx  0.796 0.796  0.793
Ixx __ 1.000 1.000  1.000
2xx-1 0.944 0967 0952
GRASP+MatchFm = 107 0452 0423
3xx  0.808 0.807  0.804
Ixx___ 1.000 1.000  1.000
PPAMatchFin 2xx-1  0.945 0969 0.954

2xx-2  0.416 0.462 0.432
R).0.4 0.794 0.794 0.791

Source: created by the author.

4.6.4 H4 Evaluation

In H4, two algorithms for correspondences selection were evaluated: the Hungarian

method and SA metaheuristic. Table 26 presents the Precision, Recall, and F-measure averages
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Figure 30 — Mean runtime (seconds) of each H3 model for each test case

160 == (GRASP + MatchFmeasure
140 == GRASP + Linear System
GA + MatchFmeasure

120
== (GA + Linear System
100 == PPA + MatchFmeasure

80 PPA + Linear System

40

20

Source: created by the author.

for each test range. The two models showed similar results, the Hungarian method was slightly
better in the 2xx-1 and 2xx-2 ranges while the SA was better in the 3xx range. Table 26
also counts the number of tests for each range where one model was better than the other,
demonstrating that there was a lot of alternation in the dominance of the 2xx-2 range and that
although the SA obtained better results in more tests in this range, the difference in cases where
the Hungarian method dominated was greater since the mean of the SA was lower. The results
of Table 26 show that the stochastic factors related to heuristics allow new correspondences to

be found in the same way that it is possible to lose other correspondences.

Figure 33 shows the mean execution time spent by each model in each test case, in the
total mean, SA spent approximately 35 seconds while Hungarian spent approximately 38 seconds
per test. The data in Figure 33 points to similar results in the first test cases and greater variations
in the second and third half. When analyzed together, the data in Table 26 and Figure 33 show
that algorithms with approximate solutions such as SA have the potential to achieve results close
to optimal algorithms such as Hungarian. Figure 33 pointed to similar times in several test cases,
but heuristic algorithms like SA have parameters that can be configured to reduce processing
time, which can be useful in matching large-scale ontologies, where the number of entities is
significantly higher than those in the OAEI biblio benchmark. The heuristic algorithms also
have the advantage of being able to work with different objective functions that can embed other
parameters to be optimized, while the Hungarian method works in a more restricted way using
the final confidence value that is assigned to each candidate correspondence. The H4 hypothesis
proved to be true, since there were test cases where the SA obtained better results than the
Hungarian and in a similar time, which can still be improved through the optimization of the SA

configuration parameters.
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Figure 31 — Mean F-measure and deviation of H3 linear system based experiment models
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4.7 CONCLUDING REMARKS

This manuscript presented an analysis of algorithms commonly used in the processing

steps of OMM approaches. The main objective was to evaluate the cost / benefit of the algorithms
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Figure 32 — Mean F-measure and deviation of MatchFm based experiment models
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Source: created by the author.

tested in a controlled environment, that is, to compare experiments with small modifications

in the same processing step. This methodology allowed to identify the contribution of each

algorithm used in different parts of a compound solution to the problem of OMM.

The results can be divided by the three processing steps: Modeling, Optimization, and

Correspondence Selection. In the Modeling stage, it could be verified that the more characteristics
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Table 26 — F-measure rates for the two experiment models of H4

#Test Precision Recall F-measure Cases with the best result
1xx 1.000 1.000  1.000 0
Hungarian 2xx-1 0.944 0.967 0.952 3
2xx-2  0.407 0.452 0.423 6
3xx 0.808 0.807 0.804 0
1xx 1.000 1.000  1.000 0
SA 2xx-1 0.939 0.963 0.947 2
2xx-2  0.399 0444 0414 7
3xx 0.812 0.811 0.808 1

Source: created by the author.

Figure 33 — Mean runtime (seconds) of each H4 model for each test case

== Hungarian == SA
&0

40

20

T101
Ti03
Ti04
T201
T202
T203
T204
T205
T206
T208
T209
T210
T221
T222
T223
T224
T225
T228
T230
T231
T232
T233
T236
T237
T238
T239
T240
T241
T246
T247
T248
T249
T250
T251
T252
T253
T254
T257
T258
T259
T260
T261
T262
T265
T266
T304
T302
T304

Source: created by the author.

of an entity can be captured by a similarity measure, the better the quality of the tool, with
emphasis on the results achieved by taxonomic similarity measures and string-based measures
using the Levenshtein distance. The results showed that even if two sets of similarity measures
do not achieve good results when used individually, it does not mean that they should be
discarded, since their combination can provide new correspondences. Still on the Modeling
stage, experiments with the NCD reaffirmed that there is no technique that stands out from the
others in all cases, since there was improvement in some cases and worsening in others, which
makes the option of using the metric be left to the researcher based on the characteristics of the

ontologies in alignment.

In the optimization stage, the results showed that algorithms with a focus on local
optimization have the potential to find good solutions to the problem, as was the case with
GRASP that surpassed the others in several cases and with different objective functions. Of the
objective functions studied, MatchFmeasure showed results with higher quality and stability
in multiple executions, however the function based on the linear system is faster, spending
approximately less than half the time of MatchFmeasure. In the correspondence selection

stage, it was seen that both deterministic and heuristic methods can find good solutions to the
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problem, while deterministic ones present stable solutions, heuristics have variations that can

save processing time and find different groups of correspondences.

A tool for experimenting with OMM approaches was built to conduct this study and
is available for future research?, this tool can be configured with new algorithms to test other
research questions. The experiments conducted in this work used only mono-objective objective
functions, however the tool architecture supports and facilitates the creation of multi-objective
approaches, opening a new range of options that allows the construction of more robust algorithms

with greater ability to visualize the solution space.

The results of this study were obtained using the OAEI biblio benchmark. OAEI has
several other evaluation bases to test OM approaches and some characteristics of these bases can
influence the result of the studied algorithms. One of the datasets available at OAEI concerns the
alignment of large scale ontologies, which increases the difficulty due to the large volume of
data, this factor may make the use of some of the methods studied in this research unfeasible.
In future works, it is intended to extend the analysis to other bases, verifying the variation of

results.

3 https://bitbucket.org/nicolasferranti/heuristicontologymatching/src/master/



5 CONCLUSIONS

This master thesis presented a study on ontology meta-matching approaches, focusing
on the use of meta-heuristics. In the first manuscript (Chapter 2), a systematic mapping of the
literature was performed in order to identify how the problem is modeled, and which are the
main algorithms that researchers use to address it. It was shown that the OMM workflow can
be divided into three main steps (Modeling, Optimization and Correspondence Selection), and
there are several algorithms that can be applied in each step of the workflow, with emphasis on
the use of meta-heuristics in some of the stages. The data from the systematic mapping also
pointed out that the metrics Precision, Recall, and F-measure are the most common to evaluate
the experiments. However, when an author compares his proposal with another, it is not clear
what impact each algorithm had on the construction of the solution, since the algorithms used in

each of the three steps are completely different.

Based on this premise, we presented a framework in Chapter 3 that was designed to
simplify the scientific experimentation process in OMM. The framework is divided into modules
and allows different algorithms to be tested at each stage of the workflow without compromising
the rest of the execution of the experiment, which facilitates the development and testing of
independent algorithms, associated with a single step of the workflow. Some of the main and
most common algorithms founded in the systematic mapping are available in the framework.
Researchers can make use of existing algorithms or propose their own approaches without major

difficulties, since the framework is an open source tool.

Finally, a series of experiments was conducted in order to better understand the diffe-
rences between the algorithms that are used in the same step of the workflow. The experiments
were conducted following the premise of maintaining the same algorithms in the other stages of
the workflow and applying specific variations in a specific step. The framework is capable of
generating various information about the experiment through a provenance module, that works
automatically. In Chapter 4, the results are compared according to the accuracy, experiment
runtime, objective functions runtime, rate of correlation between experiments, solution stability,

and other information that helps to understand the behavior of a technique.

Through this methodology it was possible to conclude that, among the most common
groups of similarity measures used in the literature (String-based, Taxonomy-based, and Lin-
guistic Resources), a combination of String-based and Taxonomy-based measures was enough
to create a model with good adaptive capacity that found results close to other approaches in
the literature in the same dataset. Still on similarity measures, tests conducted with a similarity
measure hitherto not used in OMM reaffirmed that there is no similarity measure that stands out
from the others in all cases. Although the genetic algorithm is the most used in the literature,
there is space for using local search algorithms such as GRASP, which, depending on the context

of use, can present better solutions in less time. The comparison between different objective
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functions highlights the relevance that these algorithms have both in the execution time of an
experiment and in the quality of a result, where methods that take into account all entities of
ontologies tend to be more costly and to build more stable solutions, while methods using a

subset of entities are computationally faster but produce more unstable solutions.

5.1 LIMITATIONS

The work limitations can be divided into three parts: (1) mapping conduction, (ii) usability

of the framework, and (iii) experimental results.

Mapping conduction. The systematic literature mapping aimed to identify challenges
in ontology meta-macthing domain. However, as any method, there are threats to its validity
and limitations. The results of this study may have been influenced by certain uncontrollable
limitations. Although the mapping covered 51 articles, removing articles not written in English
and those in gray literature, for example, diminished the accuracy of the conclusions. During the
selection process some influential work in the area may have been lost, however this mapping
focused on articles whose explanation of the main components of the OMM process was clearly
discussed. Furthermore, not all relevant electronic databases were considered, i.e. ACM Digital
Library, so it is possible that relevant studies were not indexed in the selection of this mapping.
However, the mapping relies on the representativeness of the repositories selected to answer the

research questions.

Framework usability. The framework was developed using some API in Java to mani-
pulate ontologies and RDF data, such as Apache Jena and OWL API. Therefore, the framework
can be used with OMM approaches coded in Java. The framework defines an execution workflow
that does not allow changes to the execution flow. However, this execution flow proved to be

comprehensive enough to cover the types of approaches found in systematic mapping.

Experimental Results. The experiments were conducted with a single OAEI dataset, so
there are still several other questions to be answered, such as, for example, the application of
these algorithms for the alignment of large-scale ontologies, which may result in the impossibility
of using some algorithms. Factors such as the execution time become fundamental in this type of
scenario because there are tens of thousands of classes to be analyzed; certainly a more in-depth
study on this issue is necessary. Although the experiments were based on common algorithms in
the literature, there are still several algorithms that can be applied and evaluated in this scenario.
Some of the algorithms that have been tested are stochastic and have a set of parameters that
must be configured to optimize usage. In this work, the algorithms were configured empirically
and following suggestions from other authors, there are other techniques for adjusting parameters
that can be used and possibly build better configurations. This work sought to analyze the impact
of each algorithm in terms of runtime and output alignment. Analyses focusing on specific
characteristics of an algorithm, such as the convergence rate, can help to better understand others

aspects of its behaviour.
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5.2 CONTRIBUTIONS

The main contributions of this work are:

* A systematic mapping on metaheuristics-based OMM approaches covering seven years of
published researches. The study presents a map of the implementation details usually used
in unsupervised and supervised OMM approaches. To the best of our knowledge, it is the
first systematic mapping on OMM approaches. Among the contributions of the mapping
are: (1) the identification of relevant articles for the area highlighted in the citations graph,
(ii) the identification of the most common types of similarity measures among the articles,
(ii1) the recognition of the most common meta-heuristics used to address the problem, as
well as detailing how solutions are represented, (iv) the study of the evolution of the types
of objective function over the years, and (v) the identification of the OAEI datasets used

by the authors and which result achieved by each work.

* A modularized framework designed for scientific experimentation in OMM that already has
the main algorithms used by researchers and that facilitates the process of implementing
new approaches. The implementation is freely available for further research!. The creation
of a data provenance model that provides explanations of the results of the experiment
contributing to increased reliability and allowing new analyzes to be performed from

different perspectives.

* A novel PPA-based approach for OMM. The implementation is available in the framework
and its results were detailed in (FERRANTI; SOARES; SOUZA, 2018b).

* A comparative case study between the main solutions applied in dealing with the problem
of OMM; Results showed that, the more characteristics of the entities that can be captured
by similarity measures set, the greater the accuracy of the model. It was also possible to
observe the good performance and accuracy of local search based meta-heuristics when
compared to global optimization meta-heuristics. Experiments with different objective
functions have shown that semi-supervised methods can shorten the execution time of the

experiment but, on the other hand, bring more instability to the result.

This work opens a range of possibilities for future research. The architecture of the
framework allows new algorithms to be coupled and tested. One aspect with potential results is
the construction of experimental models with multi-objective functions. The framework already
has eight distinct objective functions that can be combined and parameterized by a meta-heuristic.
The main challenge is to work with multi-objective meta-heuristics because in this scenario there

is not only a single optimal solution, but a set of non-dominated solutions.

I <https://bitbucket.org/nicolasferranti/heuristicontologymatching/src/master/>
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As mentioned earlier, conducting experiments on other OAEI datasets can lead to more

general conclusions about the studied algorithms as well as leading to new challenges that will

allow the evolution the framework to an increasingly comprehensive tool. Although the OAEI

biblio benchmark is the most suitable dataset for OMM, the systematic mapping showed that

some authors have used other datasets with promising results, which can serve as a reference for

the replication of this work using these ontologies.

APPENDIX A - LIST OF PAPERS AND IDENTIFICATORS

Table 27 — List of papers used in Figure 6

D Ref D Ref

1 (ACAMPORA; LOIA; VITIELLO, 2013) 2 (ACAMPORA et al., 2013a)

3 (BINIZ; AYACHI, 2018) 9 (KUREYCHIK; SEMENOVA, 2017)
10 (MARTINEZ-ROMERO et al., 2013) 11 (MOHAMMADI; HOFMAN; TAN, 2018)
12 (RAMESH et al., 2016) 13 (SEMENOVA; KUREYCHIK, 2016a)
14 (SEMENOVA; KUREYCHIK, 2016b) 15 (XUE; WANG:; HAO, 2014)

16 (XUE; WANG:; REN, 2014) 17 (XUE et al., 2015)

18 (XUE; WANG:; HAO, 2015) 19 (XUE; WANG, 2015a)

20 (XUE; WANG, 2015b) 21 (XUEetal., 2015)

22 (XUE; LIU, 2017¢) 23 (XUE:; WANG, 2017)

24 (XUE; WANG; REN, 2016) 25 (XUE; TSAIL; FENG, 2017)

26 (XUE, 2017) 27 (XUE; TSAI; ZHANG, 2016)

28 (XUE; PAN, 2017) 29 (XUE; TSAI; WANG, 2017)

30 (XUE; TSAI; FENG, 2017) 31 (XUE; LIU, 2017a)

32 (XUE: LIU, 2017b) 33 (XUE et al., 2018b)

34 (XUE; CHEN, 2018) 35 (XUE; REN, 2017)

36 (XUE; LIU; WANG, 2017) 37 (XUE; PAN, 2018)

38 (XUE; HANG; TANG, 2019) 39 (XUE; LIU, 2018)

40 (XUE; CHEN; CHEN, 2019) 41 (XUE; CHEN, 2019b)

42 (XUE; CHEN, 2019¢) 43 (XUE et al., 2018a)

44 (XUE et al., 2018c) 45 (XUE; CHEN, 2019a)

46 (XUE;LU; CHEN, 2019) 47 (ZHANG:; GUO, 2019)

48 (FERRANTI; SOARES; SOUZA, 2018a) 49 (XUE; CHEN; YAO, 2018)
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