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RESUMO

Essa dissertacdo tem como objetivo introduzir versdes melhoradas da técnica Temporal Com-
pressive Resource Allocation, a qual € utilizada para alocagdo de recursos (bits e poténcia de
transmissao) em sistemas de comunica¢ao de dados multiportadora para aplicagdo em comunica-
cdo via rede de energia elétrica e discutir o regime de blocos de comprimento finito em sistemas
de comunicagdo digital de dados monoportadora, quando o receptor ndo tem conhecimento da
poténcia de transmissdo e pode nio conhecer o canal de comunicagdo. Nesse sentido, primeira-
mente € formulado o problema de alocacdo de recursos e € feita uma revisao da técnica original,
ressaltando os pontos favordveis da técnica e as melhorias sugeridas. As melhorias propostas
sdo realizadas através da introducdo de duas mudancgas que aumentam a eficicia do processo de
alocacgdo de recursos quando a maximizagdo da taxa de dados € almejada. A primeira mudanca
refere-se ao uso da razao sinal-ruido minima de cada grupo de microslots para evitar picos na
taxa de erro de simbolo em alguns microslots associados a componente fundamental nas redes
de energia elétrica. A segunda mudanca impde o uso da matriz de razdo sinal-ruido normali-
zada para estimar a correlacdo entre os microslots, uma vez que é considerado um parametro
mais confidvel para fornecer esse tipo de informacao por ser resultado de menor processamento.
Resultados numéricos, baseados em uma comparacdo entre a versao melhorada parcial, uma
versao melhorada completa e a técnica original, mostram que ambas as versdes aprimoradas
sdo capazes de atender o limite superior da taxa de erro de simbolo com penalidade de perda
de taxa de dados reduzida em comparagdo com a técnica original. Além disso, é possivel
perceber que o uso da matriz de razdo sinal-ruido normalizada resulta em maior redugdo da
complexidade computacional. Em seguida, é formulado o problema da transmissdo de dados
por blocos de comprimento finito em sistemas de comunicacao digital de dados monoportadora
em um cendrio no qual o receptor deve estimar as poténcias de transmissio e do ruido aditivo
considerando blocos de simbolos de comprimento finito, o que gera aleatoriedade no calculo da
razao sinal-ruido no receptor. Para contornar este problema, é proposto o uso de um fator de gap
extra para minimizar o impacto de tal aleatoriedade e avaliar estatisticamente as consequéncias
do uso de blocos de comprimento finito modelando uma varidvel aleatéria quando sdo conside-
radas as constelacoes M-QAM e M-PAM. Andlises numéricas mostram que, quando o receptor
conhece o canal de comunicagao, valores elevados do fator de gap extra sdo necessdrios para
garantir a comunicagdo de dados confidvel. Por outro lado, quando o canal de comunicagédo é
desconhecido pelo receptor, blocos de comprimentos maiores ou maiores valores do fator de
gap extra sao cruciais para garantir a confiabilidade da comunicacdo de dados, especialmente
na presenca de um dispositivo malicioso, o qual é capaz de ouvir o sinal transmitido entre dois

nos legitimos pertencentes a rede de dados.

Palavras-chave: Comunicacdo via rede de energia elétrica. Alocacao de recursos. Blocos de

comprimento finito. Probabilidade de erro de simbolo.



ABSTRACT

This thesis aims to introduce enhanced versions of the Temporal Compressive Resource Al-
location technique, which is used for resource allocation (bits and transmission power) in
multi-carrier data communication systems for application in Power Line Communication and
to discuss the finite block length regime in single-carrier digital data communication systems
when the receiver is unaware of the transmission power and may be unaware of the communi-
cation channel. In this sense, the resource allocation problem is first formulated and a review
of the original technique is shown, highlighting the favorable points of the technique and the
possible suggested enhancements. Thus, the proposed enhancements are accomplished through
the introduction of two changes that increase the effectiveness of the resource allocation process
when the maximization of the data rate is desired. The first change refers to the use of the
minimum signal-to-noise ratio of each set of microslots to avoid peaks in the symbol error
rate in some microslots associated with the mains frequency in electrical power networks. The
second change imposes the use of the normalized signal-to-noise ratio matrix to estimate the
correlation between microslots since it is considered a more reliable parameter to provide this
type of information because it is the result of less processing. Numerical results, based on a
comparison between the partial enhanced version, a complete enhanced version, and the original
technique, show that both enhanced versions are able to guarantee the symbol error rate upper
bound with reduced data rate penalty compared to the original technique. In addition, it is
possible to notice that the use of the normalized signal-to-noise ratio matrix results in a greater
reduction in computational complexity. In the sequel, the problem of data transmission through
blocks of finite length is formulated in single-carrier digital data communication systems in a
scenario in which the receiver must estimate the transmission power and the additive noise power
considering blocks of symbols of finite length, which generates randomness in the calculation
of the signal-to-noise ratio at the receiver. To circumvent this problem, it is proposed the use
an extra gap factor to minimize the impact of such randomness and to statistically evaluate the
consequences of using blocks of finite length by modeling a random variable when considering
the M-QAM and M-PAM constellations. Numerical analyses show that when the receiver is
aware of the communication channel, high values of the extra gap factor are necessary to ensure
reliable data communication. On the other hand, when the communication channel is unknown
by the receiver, blocks of greater lengths or greater values of the extra gap factor are crucial to
ensure the reliability of data communication, especially in the presence of a malicious device,
which is capable of overhearing the signal transmitted between two legitimate nodes that belong

to the data network.

Key-words: Power Line Communication. Resource allocation. Finite block length. Symbol

error probability.
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1 INTRODUCTION

In recent years, especially in the last decade, the Internet of Things (IoT) concept has
been growing in an overwhelming way, largely due to the development of telecommunications
technologies related to Smart Grids (SG), Smart Homes (SH) and Industry 4.0 [1-3]. Nowadays,
most electronic devices are interconnected with each other through data networks and even have
the capability to operate only through sensor networks [4]. Thus, data communication between
devices (for example, a sensor and a control center) is important for the smooth functioning of the
system as a whole, mainly because most data networks operate with limited resources (hardware
and energy) or with the most varied types of constraints (e.g., resource sharing, transmission

power spectral density or frequency bandwidth).

In this sense, resource allocation has an important role in modern data communication
systems since it allows to efficiently and effectively share the available channel resources. The
resource allocation can be performed aiming to meet the requirements among multi-users
and multi-servers demanding multi-services (e.g., real-time and non-real-time). On the other
hand, the resource allocation can also be performed focusing on the demand of single-users
for multi-services that, in the end, results in transmission power and bit allocation when a
multi-carrier scheme is considered [5-9]. The resource allocation on a single-user scenario can
be formulated based on two distinct criteria [10]: rate-adaptive, which aims to maximize the
data rate given a maximum transmission power constraint, and margin-adaptive, which focus
on minimizing the transmission power given a minimum data rate constraint. The so-called
resources to be optimized for multi-carrier schemes based on orthogonal frequency division
multiplexing (OFDM) can be considered, at a physical layer level, datarate [11,12], transmission
power [13-16], cyclic prefix length [17, 18], or even resources at a medium access control layer

level [19-23], focusing on quality of service (QoS) and fairness among multiple users.

Regarding resource allocation in power line communication (PLC) systems, those based
on microslots — which exploit the periodically time varying behavior of PLC channels — were first
suggested in [24]. However, the resource allocation technique introduced in [24] is not feasible
for real-time implementation due to the great computational complexity and the necessity of
performing excessive data control exchanges among PLC devices. In order to circumvent those
issues, [25] and [26] introduced low-cost resource allocation techniques that are called, respecti-
vely, Temporal Compressive Resource Allocation (TCRA) and Spectral Compressive Resource
Allocation (SCRA). Both techniques exploit the periodically time varying characteristics of
PLC channels with the advantage of offering a variable trade-off between performance and com-
putational complexity. In [25], the existing relationships in the time-domain of PLC channels
were taken into account to significantly reduce the computational complexity during the resource
allocation process in exchange for small reductions in data rate, considering a dynamic resource
allocation. Regarding [26], solutions were proposed for performing resource allocation by ex-

ploiting the existing correlation among the normalized signal-to-noise ratio (nSNR) associated
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with consecutive subcarriers. Also, [26] introduced a solution for the combination of the SCRA
and TCRA techniques, called Spectral-Temporal Compressive Resource Allocation (STCRA),
in which existing relationships in time and frequency domains are jointly exploited. Those three
techniques — TCRA, SCRA, and STCRA - result in suboptimal solutions that may be close to

the optimum one, under constraint related to computational complexity and data rate.

Furthermore, it is important to emphasize that data exchanges through IoT devices can
also be usually performed through intermittent exchanges of small packages (or blocks) of data
and additional restrictions need to be applied to data communication systems, such as the need
to transfer information with reduced latency [27, 28], a limitation in the transmission power
[29] or even the need for a certain functionality at a physical layer level [30-32] to ensure the
security of the transmitted information. Due to such circumstances, an increase in the number
of works related to the data transmission through blocks of finite length has been observed since

the well-established and fundamental communication theory does not cover these issues.

In fact, Shannon works thoroughly established that the theoretical channel capacity is the
maximum rate at which the information can be reliably transmitted over a noisy channel, i.e., the
maximum number of channel uses with an error probability reaching zero [33]. Despite being
well-established, the concept of channel capacity developed by Shannon is based on the use of
infinite length blocks and, in a scenario where the finite block length (FBL) regime is considered,
it can no longer be enough for supporting the pursuit of reliable data communication systems
since the achievable data rate is a more accurate parameter in such conditions. Regarding digital
communication systems, bit error probability (BEP) and symbol error probability (SEP) suffer
from the changes brought out by the FBL regime since the use of short-length blocks of data
results in unpredictability related to the evaluation of error probabilities. For instance, tight
expressions of achievable rate are introduced in [34,35], which is a more suitable concept to
be considered in the FBL regime when compared with the channel capacity. Following the
same approach, [36] proposed a power allocation method aiming at the maximization of the
achievable rate. The authors in [37] investigated the BEP of impulsive noise channels in a
scenario of coded low-density parity-check and short-length blocks. Also, [38] addressed the
issue of error probabilities evaluation with the FBL regime, where improved expressions for
upper and lower bounds of the detection and decoding error probabilities were proposed. As
mentioned, reduced latency and reliability of the data communication system are important
features to be addressed when considering the data transmission through short-length blocks
of data. In this sense, Ultra-reliable low-latency communication (URLLC) is also a recurrent
subject of research in the FBL regime. In [39], a model for the block error rate was proposed,
with the condition of perfect channel state information (CSI), based on the achievable rate of
the system. Also, [40] investigated the optimization of both block length and pilot symbols
length in a point-to-point URLLC system aiming at the maximization of throughput. Recently,
some researches towards the FBL regime are being carried out in the field of secure data

communications. In this sense, [41-43] addressed the issue of an achievable rate bound in
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covert communications, i.e., the information exchange with a low probability of detection by a
malicious entity. The data security in the FBL regime was also discussed at a physical layer

level by [44], which contemplates the achievable security in short and finite-length blocks.

Regarding resource allocation (bit and power allocation) for single-user served by an
OFDM scheme, several techniques have been introduced in order to present a feasible solution
to the resource allocation problem in PLC systems [45-50]. Taking into account specifically the
TCRA technique, it was noted that, despite all the important contributions showed in [25], the
lack of a symbol error rate (SER) upper bound analysis to the technique is of most relevance
since the violation of such constraint results in effective data rate losses, mostly caused by
recurrently requested retransmissions. Therefore, the original TCRA technique needs to be
investigated regarding a SER upper bound and, for means of comparison two enhanced versions
are presented in this thesis, which are achieved based on two main modifications to the TCRA

technique.

Also, in a scenario where the receiver is unaware of the transmission power, the FBL.
regime brings out unpredictability when designing data communication systems due to the fact
that the receiver has to estimate the transmission power and the additive noise power in a scenario
where the data transmission is performed through blocks of data with finite length. Therefore,
it is notable the lack of researches considering the analysis of SEP in an uncoded digital data
communication system in such conditions. With that in mind, the assumption of unawareness
of transmission power with or without complete CSI deserves attention with the purpose of
studying the impacts of the lack of such information when short and finite-length blocks of data
are transmitted through data communication systems. Due to the randomness brought out by
the FBL regime, a stochastic formulation needs to be considered, which leads to a statistical
modeling methodology and, consequently, the discussion on the probability of the system to
ensure a SEP when the FBL characteristics are considered in a typical data communication
system between two nodes and under the presence of a malicious device that is capable of
eavesdropping the information exchanged by other two legitimate nodes that belong to the data

network.

1.1 OBJECTIVES

Given the aforementioned discussion and motivations regarding the single-user resource
allocation and the FBL regime, the main objectives of the present thesis are summarized as

follows:

* To introduce enhanced versions of the TCRA technique, called partial Enhanced Temporal
Compressive Resource Allocation (ETCRA) and ETCRA, which are derived from two
modifications to the original technique. Also, to compare, based on a data set composed

of thousands of PLC channels estimates and additive noise measurements obtained from



17

a measurement campaign, the TCRA technique and the proposed enhanced versions.
Such comparison analysis is achieved using data rate loss and computational complexity
reduction ratios as performance evaluation criteria with the purpose of providing concrete
results that the enhanced versions ensure the SER upper bound imposed into the PLC

system based on the OFDM scheme while the TCRA technique violates such constraint.

* To investigate the distinct characteristics of the FBL regime and to analyze the probability
of ensuring a target SEP designed for an uncoded single-carrier digital communication
system impaired by additive white Gaussian noise (AWGN) when both the transmission
power and the complete CSI are unknown by the receiver. Also, to present statistical
modeling of the randomness brought out by the FBL regime and apply it to three distinct
scenarios. The first and second scenarios are based on the data communication between
transmitter and receiver, where the former considers the knowledge of the complete CSI
by the receiver while the latter does not. The third case scenario takes place on a typical
physical layer security (PLS) channel model, where a malicious device tries to overhear

the information exchanged by two legitimate devices (nodes) of the data network.

1.2 THESIS ORGANIZATION

The remainder of this document is organized as follows:

* Chapter 2 introduces the two proposed modifications for the TCRA technique, which
lead to the enhanced versions: partial ETCRA and ETCRA. The three techniques are
compared considering both data rate loss and reduction of computational complexity, and
it is shown that the enhanced versions are capable of ensuring the SER upper bound

imposed into the data communication system.

* Chapter 3 describes the FBL regime and formulates in a stochastic manner the disparities
brought out by the transmission of finite blocks of data. Based on the statistical modeling
methodology presented in [51], numerical analyses are carried out in terms of the proba-
bilities of ensuring a target SEP designed for the communication system in three distinct

case scenarios.

* Chapter 4 places concluding remarks of this thesis and outlines future works.

1.3  SUMMARY

This chapter has presented a brief introduction of the thesis, addressing important
concepts of resource allocation and discussing the characteristics of the FBL regime in digital
communication systems. Also, the main objectives and the organization of this thesis have been

summarized.
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2 AN ENHANCED TEMPORAL COMPRESSIVE RESOURCE ALLOCATION TE-
CHNIQUE FOR PLC SYSTEMS

PLC systems based on OFDM [52], similar to xDSL ones, operate in the baseband.
It means that a baseband version of the OFDM scheme — hermitian symmetric orthogonal
frequency division multiplexing (HS-OFDM) — with bit loading, which is commonly called
discrete multitone modulation (DMT) [53-55], can be applied. In this scheme, the frequency
domain representation of an OFDM symbol is mapped to exploit the hermitian symmetric
property of the discrete Fourier transform (DFT) and to ensure that the corresponding time-
domain representation of such a symbol is a real finite-length sequence that can be transmitted
in the baseband. Thus, it is possible to take advantage of the characteristics of the OFDM scheme
by applying the resource allocation process. Such process is performed based on the nSNR of
each of the subcarriers, which can be obtained through the relationship between the squared
magnitude of the channel frequency response (CFR) and the variance of the additive noise.
Therefore, the nSNR is a parameter that represents the conditions of the communication medium
to allow the estimation of energy and bits among the subcarriers. Usually, optimal resource
allocation techniques tend to present high complexity and, consequently, are not feasible in real-
time applications so that several suboptimal techniques are introduced in order to reduce such
complexity. The TCRA technique offers a suboptimal solution to the resource allocation problem
in exchange for reducing computational complexity [25]. However, despite the outstanding
outcomes of the technique, the lack of a SER upper bound analysis lead to reduced effective data
rate and, as a consequence, needs to be investigated. Based on the fact that single-user resource
allocation is considered in this chapter, the term resource allocation from now on refers to bit

and power allocation in an OFDM-based PLC system.

Aiming to address the aforementioned problem related to the TCRA technique, this
chapter introduces and analyzes two main modifications to the technique. The first modification
focuses on ensuring that the peak SER does not violate an imposed SER upper bound, while
the second one contemplates the use of a distinct correlation coefficient within a cycle of the
mains frequency in order to guarantee that the resource allocation process makes use of more
reliable information. These modifications lead to two versions of the ETCRA technique. The
first version, called partial ETCRA, utilizes only the modification regarding the assurance of a
SER upper bound, maintaining the original correlation evaluation, while the second one, called
ETCRA, applies both modifications.

This chapter is organized as follows: Section 2.1 presents the formulation of the resource
allocation problem, in order to describe the data communication system in question. A review
of the TCRA technique is made in Section 2.2. Section 2.3 describes the proposed ETCRA
technique, as well as its mathematical formulation and introduces the proposed improvements
over the TCRA technique. Section 2.4 presents the numerical results, assessing the performance

of both TCRA and ETCRA techniques in terms of data rate and computational complexity.
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Finally, Section 2.5 presents a succinct summary about this chapter.

2.1 PROBLEM FORMULATION

The TCRA technique introduced by [25] takes advantage of small differences among
consecutive mains cycles, which is considered a quasi-linear periodically time-variant (LPTV)
behavior of PLC channels. The quasi-LPTV assumption in TCRA [25] is a little different from
the assumption of LPTV in [24]. In practice, the former assumption is much more realistic
since the PLC channel can vary due to loads’ dynamics. As a consequence, the assumption
of quasi-LPTV behavior results in the violation of a SER upper bound in TCRA as well as in
other techniques. In fact, the peaks on the SER related to the TCRA technique certainly result
in the reduction of the effective data rate since retransmissions may be requested more often.
Another source of data rate degradation in the use of TCRA concerns the way in which the
channel correlation is evaluated, which relies on the use of multichannel normalized signal-to-
noise ratio (nm-SNR) or data rate. The use of one of these parameters can result in loss of
information!. However, such information is useful for efficiently characterizing the correlation
between consecutive microslots, which is considered a relevant feature for performing resource

allocation in PLC systems.

Thus, let us assume a baseband LPTV PLC channel with a coherence time 7, and a
PLC system based on the HS-OFDM scheme. Also, microslots are defined in the time interval
duration denoted by T, such that the PLC channel is modeled as linear time-invariant (LTT)
during these intervals since the constraint 7, < T, is fulfilled. For each cycle of the mains
frequency, M microslots are defined. With that in mind, the vectorial representation of the

channel impulse response (CIR) during the m'" microslot can be denoted by

by, = [ [0] B [1] -+ B[ L, — 1]]" @.1)

in which Ly, is the length of the CIR and (-)7 denotes the transpose operator.

The HS-OFDM scheme is adopted in this work since the PLC system relies on the
baseband data communication. Unlike a conventional OFDM symbol, which has N subcarriers,
this scheme produces symbols of size 2N, being composed of real and imaginary elements
of the original OFDM symbol and operates in a frequency band from O to B Hz. In order
to better clarify the HS-OFDM mapping, Figure 1 illustrates the procedure. Based on that,
C = [Co Cp - CN_l]T represents the OFDM symbol, in which the mapping will be applied.
Thus, X = [XO X1 - Xon-q ] " denotes the vector after applying the mapping in C and its k"

1 According to data-processing inequality in the field of Information Theory, the processing of a data can
reduce the amount of information associated with it.
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element can be defined as

R{Cn-1} , k=0

Ck—l 7k:17“'7N_1
Xk = ; (2.2)
K{Cn-1} . k=N

C*

Sk s k=N+1 2N -1

in which R{-} and I{-} are, respectively, the real and imaginary parts of a complex number and
{-}* denotes the complex conjugate operator.

Figure 1 — HS-OFDM mapping

k"=N-1

c |\\\\\\ |

|
lR{'} | l |y
x SN\

Source: Block diagram based on [10].

Thus, the DFT of the zero-padded version of the CIR at the m" microslot is given by
T T
H,, = [Hu[0] Hu[1] -+ Hu[2N = 1]]° = Way R, ogN_Lhm] , (2.3)

where Wy € C2VX2N is the DFT matrix and 0oy Ly, 1S the (2N — Ly, )-length column vector

composed of zeros.

The noise is modeled as an additive stationary and colored Gaussian random process

with frequency representation within the m'” microslot given by

Vo = [Vl0] Viu[1] -+ Vi [2N = 1]]7, (2.4)

where V,,[k] is a random variable that models the additive noise at the m'”" microslot and k'”
subcarrier such that E{V,,[k]V,u[j]} = B{Viu [k]}E{V}[j]} for k # j, E{V,,[k]} = 0 and E{-}
denotes the expectation operator.
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For the sake of simplicity, it can be defined

A, = diag {|H, (012 |H[1]P -+ |H,[2N - 1]} 2.5)
and
T 2 2 2
in which o2 is the noise variance at the m'” microslot and k'* subcarrier, and diag{-}

Vinlk]
denotes a diagonal matrix. Based on that, the nSNR matrix, which represents the subcarrier

signal-to-noise ratios (SNRs) when unit energy is applied to each subcarrier at the transmitter,

is expressed as

A?m = diag {7m [O] 7771[1] te 7m [2N — 1]}
- (2.7)
= Am,pA2
\
where the elements of the diagonal matrix ¥,,[k] represent the nSNR at the " microslot and

k'" subcarrier.

As a consequence, based on [25], the nm-SNR at the m'" microslot is given by

V= det( Ly + A, ) 7 - 1, (2.8)

RZNXZN

where Iy € and det(-) denote, respectively, the 2N-size identity matrix and the

determinant operator.

Taking into account the data communication in the baseband, the diagonal matrix of
nSNR of size 2N is characterized as double-sided. However, the resource allocation can be
performed in an equivalent matrix of size N + 1, denoted as one-sided, in order to reduce the
computational complexity of the resource allocation algorithm. This procedure is described in

[10] and, thus, the diagonal matrix of nSNRs containing the N + 1 subcarriers is represented as

Ay, = diag 7,01 7,[1] -~ 7,[N1}. 2.9)

in which

Bl o,
Ymlkl = Vimlk] . (2.10)
|Hm[k]|2’ k=1,---,N-1

2
203, 1k]
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The resource allocation of a rate-adaptive problem during the m'” microslot can be

represented by

[ Ape, A E;.Z] =f (A;m, E;, F), if optimal allocation
, (2.11)

[Ab;; , AE;;] =f (A;m, E.,T, go), if suboptimal allocation

where f(-) is the algorithm that performs the resource allocation, which is the water-filling algo-
rithm in case of optimal allocation and a greedy rate-adaptive algorithm in case of suboptimal
allocation [10]; Ape = diag {b; [0] b4, [1] --- b9, [N ]} is the matrix of bits allocated for perfor-
ming data communication through the m’* microslot; Ago = diag {E,‘jZ [O] ES (1] --- EO[N ]}
is the energy allocated to the m'" microslot; 5% [k] and E? [k] are, respectively, the number of
bits and the energy allocated at the m'* microslot and k’* subcarrier; E; is the total energy to be
shared among subcarriers; I' € R, is the gap factor from the Shannon capacity curve that defines
a SER upper bound; and ¢ € R is the bit granularity for the resource allocation problem, i.e.,
the number of bits allocated in each iteration of the greedy algorithm.

th

Therefore, the data rate for the m'” microslot is denoted as

ml (2.12)
Tsym

where Tr(-) is the trace operator, Tgym = (2N + L))/ F; is the time duration of an HS-OFDM
symbol, L. is the length of the cyclic prefix and Fj is the sampling frequency.

Thereby, the attained optimal data rate needs to be periodically updated and, as a
consequence, computational complexity is significantly increased. However, according to [25],
the existing relationship among successive cycles of the mains signal as well as inside each
one of them in the time domain can be exploited for reducing the complexity associated with
the resource allocation in OFDM-based PLC systems. In this sense, the TCRA technique was
introduced in order to establish a trade-off between data rate and computational complexity, as
detailed in Section 2.2.

2.2  TEMPORAL COMPRESSIVE RESOURCE ALLOCATION TECHNIQUE REVIEW

The TCRA technique considers the correlation of N, € N cycles of the mains signal,
each containing M microslots and divides the resource allocation problem into two stages. The
first one is called Set Partitioning Procedure, which defines, based on the correlation evaluation,
sets of microslots. The second stage is called Bit Loading Procedure, in which energy and bits
are allocated between the microslots following the grouping defined in the previous stage. Both

stages are presented below:
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 Set Partitioning Procedure: at this stage the microslots are separated into groups, following

the procedure below:

]E{ (Ym_/"Y) (2.rm+‘r _/"Y)}

9y

— Step #1: Estimate the correlation Cy, [7] = using K € N |

K > M samplesof Y,, =Ry, or Y, =7,,.

— Step #2: Evaluate the number of cycles of the mains signal with high correlation

using N, = max {c+ 1}, in whichc =0,1,2,---, is related to the cth cycle
CYm [CM]Z(IZ

and a; is the correlation threshold between N, cycles of the mains.

— Step #3: Define M sets composed of the positions of highly correlated microslots,
i.e., microslots presenting Cy, [7] > a;. Mathematically, Lf’9 = M sets are created,
eachone definedby S;={/-1+71+7m | Cy, [11] 2 a;,0< 71 < M-1,1=cM,
and0 < ¢ < N.-1},inwhich/ =1,2,---, Lg and a is the correlation threshold

within one cycle of the mains.

— Step #4: Eliminate the sets possessing elements from other sets (e.g. S?, Lg «

min(Lf‘S), in which [/ = 1,2,---, Ls and min(-) denotes the minimum operator,
subject to U1L=81 Slb ={0,1,--- ,MN_. — 1}). Note that Slb N Sl.b # @, where | # i |
l,ie{l,2,---,Lg} can still occur.

— Step #5: Define the data rate of a set as €5, = min (YSIb{j}), where/ =1,2,---,Lg,
J
j=12,---,Ls,, and Ls, = card(S;), in which card(S;) is the cardinality of a set.
— Step #6: Identify the sets associated with the microslots positions p within N,

cycles of the mains signal. Mathematically, [}, = {l | Slb N{p} # @}, in which
0 S p S N(:M - 1.

— Step #7: In order to eliminate intersections, Lg empty sets are defined, S; = @,
1 <1 < Lg and it is assumed that the microslot from the position p belongs only

to the set SI;{q}, which possesses the higher data rate, g = arg max (ESI* { j}), where
] P
1 < j <card(l;). Thus, §;NS; = @ and card( UIL:S1 ) = MN.,.

* Bit Loading Procedure: at this stage, the bit and energy allocation is performed following

the sets of microslots created in the Set Partitioning Procedure, as follows:

— Step #1: Evaluate (2.11) and (2.12) for the first microslot of each set, i.e., S;{1},
[=1,2,---,Lgs.

— Step #2: The resource allocation is applied for the remaining microslots of the sets

defined by the Set Partitioning Procedure in the N, cycles of the mains signal.

Figure 2 shows the flowchart for the TCRA technique. First, K samples from Y [m] are

obtained so that the Set Partitioning Procedure and the Bit Loading Procedure are performed,
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respectively. It is worth mentioning that if there is no change in CSI at the end of the process,
only the Bit Loading Procedure will be executed, maintaining the grouping generated by the Set
Partitioning Procedure. However, if there is a change in CSI, K new samples of Y [m] will be

obtained and both procedures will be performed again.

Figure 2 — Flowchart of the TCRA technique

Get K € N*

( samples of Y,

l

Set Partitioning Procedure

Yes l

Bit Loading Procedure

1 .

; Change in the CSI

Source: Flowchart based on [25].

Moreover, since the PLC channel is considered quasi-LPTV, i.e., with small variations
from one cycle to the other, three different cases are considered for the resource allocation

problem, which are presented in Table 1 and described below:

* Case #1: the relationship between microslots within a cycle of the mains signal is explored

for the purpose of resource allocation, being defined @; < 1 and ap = 1.

* Case #2: the relationship between microslots belonging to distinct cycles of the mains

signal is exploited, in which ¢y = 1 and a» < 1.

* Case #3: the relationships between M microslots within a cycle and between the N,
cycles of the mains signal is investigated in order to reduce the computational complexity

associated with the resource allocation process, defining @; < 1 and a; < 1.

Despite the gains made by the TCRA technique by offering a trade-off between data rate
and computational complexity, it is important to point out that due to the assumption of a quasi-

LPTYV behavior of the communication channel and, consequently, the use of the first microslot
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Table 1 — Possible cases for resource allocation in the TCRA technique

Exploited Relationship Case #1 Case #2 Case #3
Microslots within one cycle X X
Microslots from other cycles X X

Source: Personal collection.

within the set of microslots to perform the bit-loading to the remaining microslots of each set,
the SER constraint may be violated since the channel conditions vary for each microslot of the
cycle and between cycles, resulting in a reduced effective data rate, which definitely affects the
overall performance of the data communication system. Another issue regards the use of y,, or
R? in order to evaluate the correlation among microslots. Such usage may represent a loss of

important channel information since these parameters are outcomes of considerable processing.

To deal with the aforementioned problems, Section 2.3 introduces the modifications that
lead to both partial ETCRA and ETCRA techniques, which ensure that the SER upper bound is

totally satisfied during the resource allocation process applied to LPTV channels.

2.3 ENHANCED TEMPORAL COMPRESSIVE RESOURCE ALLOCATION TECHNI-
QUE

Given the presented characteristics of the TCRA technique and the issues addressed in
the previous section, two main modifications are suggested with the purpose of ensuring an SER
upper bound for the resource allocation problem and improving the evaluation of the correlation

between microslots.

It is important to emphasize that for the TCRA technique, in [25] the PLC channel is
considered quasi-LPTV, hence the argument of using several cases for grouping the microslots.
However, as in [24, 56], in this chapter it is considered that the channel is invariant across
consecutive cycles. Consequently, a different application of these cases must be considered.
Case #1 can be normally applied. Case #2 has already a natural application since two consecutive
mains cycles are identical. Therefore, there is no point in considering case #2 to analyze the
reduction of computational complexity. Since case #3 is a combination of cases #1 and #2,
it becomes senseless as well. Accordingly, the computational complexity reduction must be

evaluated based only on case #1.

As [25] considered the PLC channel quasi-LPTV, during a real-time application, it is
not possible to know perfectly the nSNR of all microslot for the current mains cycle or the
following ones. As a consequence, A, and Ag, must be chosen based on the first microslot
within the set of microslots, which are defined using the Set Partition Procedure and replicated

on the remaining microslots belonging to the same set. This procedure is well discussed in
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[25]. However, it is noted that such an approach may cause peaks on the SER associated with
the remaining microslots belonging to the set, which can eventually violate the SER constraint
applied to the resource allocation problem. Aiming to address this issue, the initial proposed
enhancement focuses on the replacement of A, and Ag, associated with the first microslot
of the set and the adoption of the worst nSNR for each subcarrier within the set of microslots
instead. This is a conservative choice that ensures the non-violation of the SER constraint. The

lth

worst nSNR matrix related to the /' set of microslots is expressed as

Ay, = diag{¥[0] ¥i[1] --- ¥;[N]}, (2.13)

where ;[ k] is the worst nSNR?2 associated with the k" subchannel belonging to the I’ set of

microslots. Note that

Wilk] = min 7, k] (2.14)
in which min(-) is the minimal operator, S; denotes the group of microslots belonging to the /"
set, j e N|1 < j < card(S;) and card(-) is the cardinality of a set. Therefore, the bit and

lth

energy allocation applied to all microslots of the /'" set is obtained by

| v s | = f(Aw EnTog). @.15)

in which f(-) defines the resource allocation technique using a greedy rate-adaptive algorithm.

Moreover, a modification is also introduced in the Set Partition Procedure. In [25], the

correlation is evaluated using y,, or R,

o, and the microslot with a correlation higher than a

chosen threshold are grouped in the same set. However, this correlation does not efficiently
exploit the richness of information associated with all subchannels since these parameters are
outcomes of substantial processing. Therefore, it is proposed the replacement of y,, or R;, for
A~ on the correlation evaluation since it carries much more information of all subchannels.
The suggested parameter is denoted as A5 by reason of being much more representative for the
current state conditions of the PLC channel in the m'* microslot. It is important to emphasize
that, although the modified correlation evaluation has greater computational complexity, the Set
Partitioning Procedure is applied only once, in case there is no change in the CSI during the Bit
Loading Procedure, as explained in [25]. This implies that the complexity added by the modified
correlation is minimal, compared to complexity additions to the Bit Loading Procedure, which

is applied significantly more often in the resource allocation process. In this sense, the suggested

2 The minimum operation is applied as a conservative approach for fulfilling a target SER and, as a
consequence, some data rate reduction can be observed.
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correlation coefficient can be evaluated as a normalized autocovariance of the nSNR matrix A7m ,

which is given by

(5|87, - A, ) © (A5, A, |
Jr(as )ymlan )

where © is the Hadamard product operator; AW = E{Ay } and Aﬂ? = E{A; }; A2 =
m m m+t m+1 Fm
- diag {O-;tn+r [0] 0-2 [1] o 0-7_%m+1' [N] }’

: 2 2 g2
diag {0'7m [0] 0'7m[1] o [N]} and A%z =

where (73 [k] and 0'; [k] are, respectively, the variances of ¥, [k] and ¥,,,.[k] at the k'

m m+T

subcarrier; 7 € Z [ 0 < 7 < M —1; and 0 < ®(7) < 1 since Ay € RiN”)X(NH) and
A= c R_('_N+l)><(N+1).

Ym+t

O(7) £

(2.16)

m+T

In Figure 3, the algorithm related to the ETCRA technique is described and the steps for

its implementation are detailed below:

* Set Partitioning Procedure:

— Step #1: Evaluate (2.16).

— Step #2: Define M sets composed of the positions of highly correlated microslots.
Mathematically, LflS = M sets are created, each one defined by S; = {{ — 1 + 7 |
O(r) 2 a, 0 <7t <M-1},inwhichl =1,2,--- ,Lg and « is the correlation

threshold within one cycle of the mains.

— Step #3: Eliminate the sets possessing elements from other sets (e.g. S?, Lg «

min(LY), in which / = 1,2,---,Lg and min(-) denotes the minimum operator,
subject to UlL:Sl Slb ={0,1,---,M —1}). Note that Slb ﬂSl.b +@,wherel #i|l,i €
{1,2,---, Ls} can still occur.
— Step #4: Define the data rate of a set as €5, = min (78;’{1‘})’ where [ =1,2,---,Lg,
J

j=12,---,Lg, and Lg, = card(S;), in which card(S;) is the cardinality of a set.

— Step #5: Identify the sets associated with the microslots positions p within N,

cycles of the mains signal. Mathematically, [ £ {/ | S” N {p} # @}, in which
O0<p<M-1.

— Step #6: In order to eliminate intersections, Lg empty sets are defined, S; = @,
1 <1 < Lg and it is assumed that the microslot from the position p belongs only

to the set S;: (4}, which possesses the higher data rate, ¢ = arg max (€s,. {j3), where
J P
1 < j < card(l}). Thus, §;NS; = @ and card ( UIL:S1 ) =M.

* Bit Loading Procedure:
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— Step #1: Define for the I"h set of microslots and k" subcarrier VYir|l1<l<Lg,

0 < k < N, with the purpose of applying the resource allocation.

— Step #2: Allocate Ay, and A, to the remaining microslots of each set.

The two aforementioned changes in the TCRA technique result in the so-called ETCRA.
Based on [25], the steps for implementing ETCRA are detailed in Figure 3. However, a distinct
approach can be implemented by considering only the modification displayed in (2.14) and
disregarding the changes in the correlation addressed in the Step #1 of the Set Partitioning

Procedure. For the sake of simplicity, this version of the technique is called partial ETCRA.
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input :
Ay is the diagonal matrix of nSNRs for the Set Partitioning Procedure
M is the number of microslots within one cycle of the mains signal
a € R is a threshold which determines the sets of microslots
E; is the maximum energy to be distributed among microslots
I' is the gap from the Shannon capacity curve
@ is the bit granularity of the resource allocation problem
output

) Ap, is the matrix corresponding to the number of bits allocated in each set of microslots
AE, is the matrix corresponding to the energy allocated in each set of microslots

begin

while PLC system on do

Set Partitioning Procedure
— Step #1

fort=0to M —1do

ol el )

&(r) = ;
Vel Neloss, )
end
— Step #2
L% =M,

forl=1t0LflS.d0
| Sf={-l+7|®(1) 20 I <I+7 <M}
end
— Step #3
Slb,LS «— min L%, in which
UK Sh=1{0.1,--- .M~ 1}
— Step #4
for/ =1t Lgdo
€S :r%!n(st{j})§
S[ =0;
end
— Step #5 and #6
forp=0to M - 1do
Iy ={l1S8P n{p}+0}
q =argmj'<_lx(€s,;7 ()3

Siz {a} = S {q} + {p};
end
Bit Loading Procedure
while CSI do not change do
— Step #1
for/ =1t Lg do

for k =01t N do

| WiTk] = min Y 5y [kT:

end
Ay, = diag{¥;[0] ¥;[1] --- ¥;[N]};
[Ap AR, ] = f(Aw, Er. T, ¢);

end

— Step #2

for/ =1t Lg do

| Apply Ap, and Ag, in other elements of S;
end

end

end
end

Figure 3 — The ETCRA technique.
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2.4 NUMERICAL RESULTS

This section carries out a comparative study between TCRA, partial ETCRA, and
ETCRA techniques based on a set of measured data. The data set is constituted by PLC channel
estimates and additive noise measurements obtained from a measurement campaign carried out
in seven residences in the city of Juiz de Fora, Brazil. The covered frequency band is between
1.7 and 100 MHz. Also, 232 measures were obtained with the use of the HS-OFDM scheme
with N = 2048 subchannels and a cyclic prefix of L., = 512 samples, as described in [57]. The
number of microslots during a time interval corresponding to one cycle of the mains signal is
M = 32 and the time interval of each microslot is equal to 7, = (1/fo)/M =~ 520 us, where
Jfo = 60 Hz is the mains frequency. The value of M complies with the coherence time of the
in-home PLC channel, see [57].

The performance comparisons are presented in terms of data rate loss ratio and compu-

tational complexity reduction ratio. The data rate loss ratio is expressed as

R.

n=1- 2o (2.17)

where R’ denotes the data rate obtained by the greedy rate adaptive algorithm in all (M)
microslots using bit granularity ¢ = 2 and R, refers to the data rate obtained with TCRA, partial

ETCRA or ETCRA.

On the other hand, the computational complexity reduction ratio is given by

Ls

M b
in which Lg is the number of times TCRA, partial ETCRA, or ETCRA are applied during the
resource allocation problem, whereas M is the total number of microslots used by the optimal

f=1- (2.18)

resource allocation. Note that only case #1 was considered for the TCRA technique.

As in [25], the threshold a defines the microslot grouping, following the rule that

d(1) >, (2.19)

where « € R | 0 < @ < 1. This parameter is adopted with the purpose of analyzing the
impact of using different values for the correlation coeflicient on the data rate loss ratio and the
computational complexity reduction ratio. Note that @ = 0 yields the grouping of all microslots
in a single set (consequently, { ~ 0.97) while @« = 1 implies the absence of grouping and,

therefore, the creation of M sets in the Set Partitioning Procedure ({ = 0).

First of all, let us analyze the complementary cumulative distribution function (CCDF)
of the data rate loss ratio and computational complexity reduction ratio for the mentioned

techniques. Figure 4 shows the CCDF of data rate loss ratio for @ = 0.2 and @ = 0.9. Such
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values of @ were chosen in order to better exemplify the implications of the variation of such
parameter when values close to its extremes are taken into account. It is notable that, for all
techniques, the variation of « affects n directly. Higher values of @ imply a microslot grouping
closer to its optimal and lower data rate loss. On the other hand, lower values of a suggest
the same allocation for all microslots and, consequently higher data rate loss, as illustrated in
Figure 4. Note that ETCRA yields higher n than TCRA, which is an expected outcome given
the modification presented in (2.14) being a trade-off between n and ¢ with a SER constraint
guarantee. Considering the partial ETCRA, it is clear that this approach has intermediate

performance between the two other techniques and, also, is more sensitive to variations in .

Figure 4 — CCDF of data rate loss ratio
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Source: Personal collection.

Regarding computational complexity, Figure 5 depicts a comparison between the three
techniques by showing the CCDF of computational complexity reduction ratio for the same
values of « as in Figure 4. Perceive that ETCRA undergoes almost negligible changes in view
of the variations in @. TCRA and partial ETCRA, on the contrary, produces more distinct
probabilities from each other regarding variations in « (note that both curves are more distant
from each other). Such a result showed in Figure 5 illustrates properly the trade-off offered by
the ETCRA technique, where it yields higher data rate loss, however with a higher reduction to
computational complexity. It also shows the computational complexity reduction yielded with

the use of the modified correlation.

Finally, a discussion regarding SER is presented, which is the main focus of the modi-
fications brought by the enhanced techniques. An SER upper bound is imposed on the system
considering that the subchannel frequency bandwidth is substantially small, so that it can be
assumed that each subchannel is impaired by AWGN and the channel attenuation is flat, as [10]
thoroughly describes. This constraint is evaluated based on the gap from the Shannon capacity

curve (I') and can be expressed as

Eup = 40 (V3T), (2.20)
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Figure 5 — CCDF of computational complexity reduction ratio
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where Q(-) is the tail distribution function of the standard normal distribution (i.e., Q-function)
and the gap is set as I' = 9 dB (resulting on &,p ~ 2.1 X 107%). Note that this constraint can be

applied in every subchannel.

Thus, Figure 6 illustrates the simulated SER using quadrature amplitude modulation
(QAM) schemes over an AWGN channel for all three techniques in comparison with the SER
constraint defined by (2.20). Again, the chosen values of @ were the same as in Figure 4 and
Figure 5. Note that, regardless of the chosen «, both partial ETCRA and ETCRA achieve SER
values lower than the predefined SER constraint for all microslots, with partial ETCRA being
closer to the SER upper bound. On the other hand, TCRA violates the SER upper bound in

most microslots for both values of «.

Figure 6 — SER per microslot

0
107 E T T T T T T
3 —%— SER upper bound —-®-— Partial ETCRA, « =0.2 — & —TCRA, o =0.9
—@—ETCRA, o =02 —-&-—Partial ETCRA , o = 0.9
102 —&A—TFETCRA, =09 — @ —TCRA, a =02 ]
7/ 3
o —e T T 7T
- = - =N~
—_ ~ = e
7 a1 \// —A _—-T =< _7 NoN_ 7
;7NN VN Ny
\/ \/ \/ v
e e e e A E
Il Il Il Il Il
0 5 10 15 20 25 30
microslot

Source: Personal collection.



33

2.5 SUMMARY

This chapter has introduced enhanced versions of the TCRA technique, which are called
partial ETCRA and ETCRA. The proposed techniques, which are accomplished by introducing
two modifications that increase the effectiveness of the resource allocation process based on
rate adaptation, were presented by first reviewing the original technique and then focusing
on the description of each enhancement. Also, numerical results were presented based on a
comparative analysis between TCRA, partial ETCRA, and ETCRA. Such results showed that
both enhanced versions are capable of fulfilling an SER upper bound with reduced data rate loss

penalty in comparison to the original one.
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3 THE LACK OF TRANSMISSION POWER AND CHANNEL STATE INFORMA-
TION KNOWLEDGE IN THE FINITE BLOCK LENGTH REGIME: A FIRST DIS-
CUSSION

Data communication through short and finite-length blocks has been drawing the atten-
tion of researchers in recent years, mainly due to the advance in the field of IoT, which cover SG,
Smart Cities (SC) and Industry 4.0 demands [1-3], and the necessity of implementing multiple
sensing systems [4] to fulfill the demand of modern technologies. Due to the characteristics of
IoT sensing devices, such as the use of limited resources, and the transmission through short
length blocks (or packets) of data, more requirements are imposed into the data communication
systems, such as energy efficiency [29], the security of the transmitted information [31,32, 58]
and reduced latency of the data communication [59-61]. The FBL regime, i.e., the regime in
which the data communication is performed through data blocks of finite length, offers several
disparities regarding data communication features such as the channel capacity [34,36] and
error probabilities [37]. Shannon thoroughly established that the theoretical channel capacity
is the maximum rate at which the information can be reliably transmitted over a noisy channel,
i.e., the maximum number of channel uses with an error probability reaching zero. However,
the concept of channel capacity introduced by Shannon is based on the use of infinite length
blocks and, in a scenario where the FBL regime is considered, it can no longer be an accurate
parameter for the data communication system. Likewise, BEP and SEP suffer from the changes
brought out by the FBL regime since the use of short-length blocks results in unpredictability

related to the evaluation of error probabilities.

Therefore, in this chapter, differently from the way the FBL regime is typically addressed
in the literature, it is discussed the adoption of short and finite-length blocks in an uncoded digital
communication system in which the transmission power and the knowledge of CSI are unknown
by the receiver, and, as a consequence, each block can be seen as an occurrence of a finite-length
random sequence. This scenario is adopted in view of highlighting the changes that occur in
the SEP when finite length blocks are considered. With that purpose, the uncertainties due to
the noise variance and constellation energy estimations by the receiver, brought out by the FBL
regime, are summarized into a single random variable (r.v.). Consequently, the use of an extra
gap factor in the SNR is proposed to overcome the additional randomness provoked by the FBL
regime. By considering M-ary quadrature amplitude modulation (M-QAM) and M-ary pulse
amplitude modulation (M-PAM) constellations, statistical models of such random variable are

introduced when the length of the transmitted block ranges from 10 up to 1000 symbols.

This chapter is organized as follows: Section 3.1 presents the formulation of the FBL
regime problem, in order to describe the data communication system in question. Section 3.2
introduces the r.v. that models the randomness of the FBL regime as well as describes the
proposed extra gap factor. Section 3.3 presents the deductions of the probabilities of ensuring an

SEP upper bound for two distinct constellations. The statistical modeling of the r.v. is presented
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in Section 3.4. Section 3.5 determines the modeling of the parameters of each chosen statistical
distribution in function of the block length. Moreover, three distinct case scenarios are presented
in Section 3.6 and a discussion is carried out based on the probabilities of ensuring SEP upper

bounds. Section 3.7 addresses a brief summary on this chapter.

3.1 PROBLEM FORMULATION

Let us consider a data communication between two 10T devices as shown in Figure 7,
where Tx and Ry represent the devices that transmit and receive data by using an uncoded single-
carrier digital communication system. In this figure, m; € {0, 1}” is the k' b-length binary and
random message to be transmitted through this system; X; € X is the symbol transmitted in the
k'h symbol period; X = {xg,x1,--- ,xp—1} defines the constellation associated with an M-ary
digital modulation scheme such that card(X) = M is the cardinality of X and b = log, M; p(t) is
the squared root raised cosine pulse; X () = X7 Xip(t—kT) denotes the transmitted signal
that is modeled as a stationary random process and 7 is the symbol period; k(t) = hd(t) models
the CIR as a flat fading channel; R(¢) = R(t) +V (1) = 352 Xkp(t —kT) % h(t) + V(1) denotes
the received signal that is constituted by the summation of noise-free received signal R(¢) and
additive noise V(¢), which is modeled as a zero-mean white Gaussian random process, and * is
the convolution operator; Y (¢) = 2. Xxhq(t — kT) + p(—t) x V(z) is the signal at the output
of the matched filter and ¢ (1) = p(t) x p(—t) is the raised cosine pulse; Yy = Ry + Vi = hX; +V;
denotes the discrete-time version of the received signal with V; ~ N (0,c2), i.e., E{V}} = 0
and B{|Vx|*} = o2 E{VkVJ’f} = E{Vk}E{V;} =0,Vk # j; E{-} is the expectation operator, (-)*
denotes the complex conjugate operator, and |- | is the absolute value operator; X and 71, denote,
respectively, the estimated symbol and message. Also, it is assumed perfect synchronization

and the unawareness of the transmission energy by the receiver.

Figure 7 — Block diagram of the single-carrier digital communication system
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Considering the transmission of infinite symbols, also called the infinite block length

(IBL) regime, the target SEP (¥, ;) can be defined for the system, taking into account a specific
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modulation scheme. Consequently, the required SNR at the receiver to achieve this SEP can be

expressed as

Exlhl?
Vr=—=—, 3.1)
O-V
where &, = E{|Xx|*} = Z '|xi|? is the average transmission energy which is equal to

the average energy of the constellatlon. Note that it is assumed the knowledge of 4 and o2
for the system design stage, which comes down to the evaluation of &, that satisfies y, and,

consequently, P, ;

However, in this work, the data communication among IoT devices is performed through
the exchange of short-length blocks of data since these devices share limited amounts of infor-
mation (e.g., temperature, status, blood pressure, etc.) and, accordingly, the FBL regime must
be considered. In this scenario, the transmission occurs through short-length blocks of data
containing a finite number (N) of symbols, and, as a consequence, some distinct characteristics
from the IBL regime arise. In fact, considering the FBL regime and the absence of information
about transmission power and CSI, the receiver has to assume that the received symbols cons-
titute an ergodic random process, and, as a consequence, information about the transmission
power, the CSI and the additive noise must be estimated from a short-length block. As a matter
of fact, each finite block of symbols can be treated as a subset of a random process derived from

the IBL regime, which is now supposed to be an ergodic random process.

In this regard, let us consider that the p’” block composed of N random transmitted
symbols is defined by X,,; € XY, with0 </ < N-1, and X[],V c X. Consequently, card(X},V) <
card(X). The channel is a block fading one and perfectly known by the receiver. Assuming that
the receiver is capable of measuring the average energy of the transmitted symbols in the p'”

block, then the average energy becomes an r.v. that is given by

N-
ExFBL = — Z X%, (3.2)

=0

where &, pp1 denotes the energy of the finite-length block. Note that &, gy is different for each

block and, consequently, it can be considered an r.v.

Similarly, an N-length block constituted by consecutive samples of additive noise in the
discrete-time domain is sensed by the receiver to measure its variance in the p’* block which

can be given by

N-1

2
vFBL [Vpi = Vpavel™, (3.3)
N £
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where 0'v27 L is the noise variance of the finite-length block and V), 4y = # Zfi 61 Vy.1. Note

FB
that for the FBL regime the noise random process with zero mean cannot be considered since

the block has finite length.

Therefore, regarding the changes brought out by the FBL regime, it is pointed out that

the SNR experienced by the receiver in the FBL regime is an r.v. that can be expressed as

ExrLlhl?
YFBL = —5——— > . (3.4)

9\ FBL
Note that, for this scenario, &y ppr. is defined for X ]1)\1 (a subset of X), diverging from &, .
Also, when comparing (3.1) and (3.4), ypsL # ¥,. Due to this circumstance, the system design
becomes imprecise and &, cannot be accurately determined to ensure the target SEP %, ; since

VEBL 1S an r.v.

Hence, given the aforementioned formulation, Section 3.2 discusses the consequences
brought out by the FBL regime into the described data communication system and presents the
so-called extra gap factor for ensuring, with a certain probability, that the target SEP #,; is
satisfied.

3.2 THE EXTRA GAP FACTOR

In order to evaluate &, related to P, for the FBL regime, the r.v.s (&, rpL and O'VZ FBL)

can be redefined with respect to their corresponding values in the IBL regime as follows:

ExreL = P16« (3.5)

and

O'VZ,FBL 2 :820}2 ) (3.6)

where ; is an r.v. that models the randomness imposed by the FBL regime regarding the
average constellation energy and (3, is an r.v. associated with the randomness of the variance of

the additive noise due to the use of the finite-length block (i.e., the FBL regime).

It is important to highlight that, according to the way the two variables are defined, S,
depends on the block length and the constellation associated with an M-ary digital modulation
scheme (i.e., 81 (N, X)) while 3, is only dependent on the block length (i.e., 8> (N)). Also, note
that both variables do not depend on the channel gain, which makes (3.5) and (3.6) valid for any
LTI channel.
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With that in mind, ypgr can be expressed in a distinct manner so that

ﬁlgxlhl2 Yr
YPBL= — 5 = —, (3.7)
pro? B
where
5 Ug,FBL
_p2_
B= E T (3-8)
Ex

which is obtained by manipulating (3.5) and (3.6). S is an r.v. that models the randomness
between yppr, (or SNR in the FBL regime) and vy, (or the required SNR in the IBL regime). The
importance of (3.7) is that all the randomness introduced by the FBL regime is concentrated in

asingle r.v,, i.e., .

Ideally, in a scenario where infinite symbols are transmitted, the data communication
system would be designed considering &,. However, in the FBL regime, due to the randomness
of yrpL, Ex can no longer be accurately determined to thoroughly ensure #, ;. With that in mind,
in order to ensure that $, ; is satisfied, an extra gap factor is introduced. With the addition of
this parameter, the system is designed to present a distinct SNR at the receiver when compared
to y,. The designed SNR can be defined as

A F r
Ya = LoyrBL = (Z/ , (3.9)

where ['y denotes the extra gap factor.

Consequently, based on (3.9), the following theoretical conditions deserve attention:
e If B > I'y, then it can be concluded that
— r 0Yr

B

In other words, the system is designed with a lower SNR compared to y,. Consequently,

Yd <7Yr- (3.10)

P, 1s violated.

» If B < T, then the opposite conclusion is attained since

Loy
Yd = ~ >y

g

It means that, in this scenario, the system is being designed with a higher SNR in

(3.11)

comparison with vy, and, as a consequence, P, is satisfied.
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This analysis presents an important outcome favoring the use of Iy to ensure #, ; when
the FBL regime is considered in the system and the receiver is unaware of the transmission
energy. Thus, based on the discussion presented in (3.10) and (3.11), the probability of ensuring

that $, , will be satisfied in the FBL regime can be expressed as

P(B <Ty), (3.12)

where P(-) denotes the probability operator. Note that such an outcome displayed by (3.12) is
independent of P, ;, i.e., regardless of the value of ., the probability of ensuring such value

remains the same.

Lastly, since Iy is a parameter introduced into the system and established a priori in
order to satisfy #,,, the task of evaluating the probability given by (3.12) is summarized in
determining a statistical distribution suitable for modeling the r.v. 5. In this sense, the following
sections carry out the discussion regarding the probabilities of ensuring SEP upper bounds for
M-QAM and M-PAM constellations and the modeling of S for those cases considering the

criteria used to evaluate the best statistical model for this variable.

3.3 DEDUCTIONS FOR M-QAM AND M-PAM CONSTELLATIONS

This section focuses on the deduction of the probabilities of ensuring SEP upper bounds
of the square M-QAM and M-PAM constellations under the FBL regime detailed in Section
3.1.

3.3.1 Square M-QAM Constellations

First, the SEP for the M-QAM constellation in the FBL regime can be upper bounded

[10,62] by
1 374 I 36,00 |h]2
P _4l1- Lol S LI 1Y By i L]l DY ERE
,up,QAM,FBL ( W)Q( 7 ) ( EM)Q M - 1),80'3) (3.13)

Also, for a SEP upper bound (¥, up,0am) and a given M-QAM constellation

=K , 3.14
0 QAM (3.14)

in which Kqawm ensures P, up gaM, d denotes the minimal distance between two adjacent points
in the M-QAM constellation.
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Consequently, the probability that %, upoampsL 1S lower than %,y 0am (i.e.,
P(Pg’up’QAM,FBL < Pg,up,QAM)) can be obtained if

Tolh|?
3Ey 0| | ZKQAM- (3.15)
(M - 1)Bo?

Evaluating (3.15), it can be concluded that

g < 38, To|h?

~ (M = DKG 07

(3.16)

ensures that PeupaMFBL < Peup,oam. Consequently, the value of P(Pe,up,QAM,FBL <

P..up,0AM) can be expressed as

aQam
P(Pe,up.0AMFBL < Pe.up.0aAM) = / fp(x)dx, (3.17)
0

where fg(x) is the probability density function (PDF) of the chosen statistical distribution for 8
and

38,Lolh|?
(M~ 1)K om07 '

aQaM = (318)

Assuming that 8 is modeled by a Gamma distribution with shape k and scale 6 (i.e.,
B ~T(k,0))", then

P(Pe,up,0AMFBL < Peup.oam) = F(agam. k., 0) , (3.19)

where F(agawm. k, 6) is the cumulative distribution function (CDF) of the Gamma distribution

at the corresponding point agam.

3.3.2 M-PAM Constellations

Considering M-PAM constellations, the SEP in the FBL regime can be upper bounded
[10,62] by

1 3y4 1 38, olh|?
oA YA ) o

1 The Gamma distribution is used since the statistical modeling in Section 3.4 shows that it is the best
distribution to model S for M-QAM constellations.
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Also, for a SEP upper bound (¥, up pam) and an M-PAM constellation

d
20,

= Kpam , (3.21)

in which Kpam ensures P, up pam. d denotes the minimal distance between two adjacent points
in the M-PAM constellation.

Consequently, the probability that $uppamreL is lower than $,yppam (i.e.,
P(Pe.up.pAMFBL < Pe.up.pam)) can be obtained if

38xF0|h|2

—(M2 " 1)po? > Kpam - (3.22)

Evaluating (3.22), it can be concluded that

38, o|h)?
(M? - 1)K, 0%

B < (3.23)

ensures that P, up pAM,FBL < Peup,pam. Consequently, the value of P(?’e,up,pAM,pBL < Pe’up’PAM)
can be expressed as

ApAM
P(Peup,PAMFBL < PeupPAM) = ./0 fp(x)dx, (3.24)

where f3(x) is the PDF of the chosen statistical distribution for 5 and

3&E: I | h|2
a = . 3.25
PAM O _ 1) KI%AM‘TVZ (3.25)

Considering that 5 is modeled by a Lognormal distribution with mean p and standard
deviation o (i.e., In(8) ~ N(u,0))?, then

P(Pe,up,PAMFBL < Peuppam) = F(apams, 4, o) , (3.26)

where F (apam, i, 0°) is the CDF of the Lognormal distribution at the corresponding point apam.

3.4 STATISTICAL MODELING

In this section, the statistical modeling of g for the square M-QAM and M-PAM cons-
tellations when M € {4, 16,64} is discussed. Also, several values of block length N are taken

2 The Lognormal distribution is used since the statistical modeling in Section 3.4 shows that it is the best
distribution to model 8 for M-PAM constellations.
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into account and, for each one of them, the Monte Carlo method is applied with 100.000 ite-
rations, which provides enough data for carrying out the statistical modeling for each block
length, since $ is an r.v. with an unknown statistical distribution. For the considered cons-
tellations, a comparative analysis is made considering a set of several statistical distributions
(.7( = {Birnabaum-Saunders, Burr, Gamma, Gaussian, Logistic, Lognormal, Nakagami, Ray-
leigh, Rician, Weibull}) , which are empirically chosen based on the data set obtained for 8. Also,
circularly-symmetric Gaussian and Gaussian white random processes are respectively applied
for M-QAM and M-PAM constellations.

The results are shown based on three chosen criteria in order to define the best statistical
distribution that models 8. They are the Maximum Likelihood Estimation (MLE), Akaike
information criterion (AIC), and Bayesian information criterion (BIC) [63,64]. The best model
is the one with maximum MLE and minimum AIC and BIC, which is selected based on the

majority vote rule [65], agreeing with the methodology presented in [51].

Also, based on [51], with the purpose of facilitating the analysis of the MLE criterion,
the parameter p,[N] is used, which is defined as

maxg MLE[N]
1 - , 3.27
MLE[A;, N] (3-27)

[l>

pA;[N]

where MLE[A;, N] is the value of the log-likelihood associated with one of the chosen statistical
distributions (A;) belonging to the set of statistical distributions (A) when an N-length block is
considered and max 4 MLE[N] denotes the value of the log-likelihood related to the statistical
distribution with the best statistical model. The parameter presented in (3.27) is of most
importance since a particular statistical distribution can be chosen as the best model of
depending on the value of N and p4,[N] can compare the quality of fit of the statistical

distributions in a quantitative manner.

3.4.1 M-QAM Constellations

The first constellations to be investigated are the 4-QAM, 16-QAM, and 64-QAM. The
relative frequency in which the statistical distributions are chosen as the best model for 8 is
shown in Figure 8. Note that, for the 4-QAM constellation, the Gamma distribution was the only
statistical distribution chosen as the best model for S regardless of the block length. Similarly,
for both 16-QAM and 64-QAM constellations, the Gamma distribution was for the most part
the best model. However, the Birnbaum-Saunders and Lognormal distributions were chosen as
the best models for some values of N. Also, it is important to emphasize that, as M increases,
the Gamma distribution becomes less predominant in the process of choosing the best statistical

model, i.e., other distributions become more relevant as M increases.

Thus, due to the fluctuation regarding the best statistical model for S in the 16-QAM and
64-QAM constellations, Table 2 presents p4,[/N] of the three best statistical distributions when
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Figure 8 — Relative frequency associated with the set of statistical distributions that best model
B considering M-QAM constellations
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Source: Personal collection.

a distribution distinct from the Gamma distribution is chosen as the best model for 5. Note that
even when a different distribution from Gamma is selected as the best model for S, the values of
pa,; [ N] related to the Gamma distribution are substantially low. This is an important outcome
favoring the use of the Gamma distribution as the best statistical model for 8 when an M-QAM
constellation is considered since, even when the Gamma distribution is not chosen as the best

model, it is still relatively close to the best one.

Table 2 — Values of py4, [ N] for the 16-QAM and 64-QAM constellations when a distribution
other than the Gamma distribution is chosen as the best model for 8

16-QAM
Birnbaum-Saund. Gamma Lognormal
pa,[600] 0 0.000015 0.000003
pa, [1000] 0 0.000008 0.000001
64-QAM
Birnbaum-Saund. Gamma Lognormal
pa, [400] 0.000004 0.000001 0
04, [600] 0 0.000012 0.000002
pa,[1000] 0 0.000004 0.000001

Source: Personal collection.

3.4.2 M-PAM Constellations

Similar to the analysis presented for the M-QAM constellations, Figure 9 shows the

relative frequency that the statistical distributions are chosen as the best model for 8 considering
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the 4-PAM, 16-PAM, and 64-PAM constellations. Different from the M-QAM constellations, the
Lognormal distribution was predominantly the best model for the M-PAM constellations. Also,
for a few values of N the distributions Birnbaum-Saunders, Burr and Gamma were chosen as the
best models. Moreover, on the contrary to what is experienced in the M-QAM constellations,
for the M-PAM ones the predominant statistical distribution increases its chance of being the

best statistical model for 8 as M increases.

Figure 9 — Relative frequency associated with the set of statistical distributions that best model
B considering M-PAM constellations
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Once again, due to the inconstancy regarding the best statistical model for the r.v. 8 in all
three M-PAM constellations, Table 3 exhibits p4, [N] for the four best statistical distributions
when a distribution distinct from the Lognormal distribution is chosen as the best model for 8.
Note that the Lognormal distribution performs significantly well when other distributions are
chosen as the best model for 8, which favors the use of such statistical distribution to model
B in M-PAM constellations. Also, for the highlighted values of N, the Birnbaum-Saunders

distribution is usually chosen as the best statistical model.

3.4.3 Similar Modeling Constellations

Due to the structure of some specific constellations, the modeling of the r.v. 5 can be
generalized, which substantially simplifies the modeling process. Such simplification may arise
when there is equality between &, rpr. and &,. For instance, the 4-QAM constellation presents
a structure which is a type of amplitude constant constellation and, consequently, &, L. = &y
As a matter of fact, this is an important aspect of the r.v. § since the modeling of the 4-QAM
constellation can be directly applied, for example, to a phase-shift keying (PSK) constellation
with M = 4.
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Table 3 — Values of py4, [N] for the 4-PAM, 16-PAM, and 64-PAM constellations when a
distribution other than the Lognormal distribution is chosen as the best model for

4-PAM
Birnbaum-Saund. Burr Gamma Lognormal
pa,[10] 0.010191 0 0.011035 0.001479
04, [100] 0.000076 0.020103 0 0.000013
pa,[300] 0 0.009677 0.000061 0.000005
04, [400] 0.000056 0.007654 0 0.000051
Pa, [450] 0.000044 0.007760 0 0.000043
04, [700] 0 0.006501 0.000085 0.000001
pa,[1000] 0 0.006072 0.000035 0.000001
16-PAM
Birnbaum-Saund. Burr Gamma Lognormal
pa,[10] 0.010756 0 0.015700 0.001258
04, [300] 0 0.009830 0.000246 0.000001
pa, [450] 0 0.008234 0.000223 0.000001
P4, [500] 0 0.008066 0.000284 0.000002
pa,[600] 0 0.007451 0.000292 0.000001
p4,[900] 0.000005 0.006271 0 0.000006
pa,[1000] 0 0.006237 0.000122 0.000001
64-PAM
Birnbaum-Saund. Burr Gamma Lognormal
pa,[10] 0.009449 0 0.014665 0.000433
pa,[200] 0 0.012757 0.000846 0.000001
04, [600] 0 0.007282 0.000094 0.000001
pa,;[1000] 0 0.006164 0.000056 0.000001

Source: Personal collection.

3.5 MODELING OF PARAMETERS OF THE CHOSEN DISTRIBUTIONS

Based on the discussion presented in Section 3.4, it becomes clear which statistical
distributions are the best models for S for the considered M-ary constellations. Therefore, the
present section aims to define the parameters of each statistical distribution in order to fit into
the model for the M-QAM and M-PAM constellations.

3.5.1 M-QAM Constellations

Given the analysis of the set of statistical distributions, it is evident that the Gamma

distribution is the statistical distribution capable of better modeling the r.v. 8 considering the
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M-QAM constellations. With that in mind, the PDF of the Gamma distribution can be expressed
as

1 k—1 ==

Jp(x | k,0) = H’CF—(k)x e, (3.28)

in which k and 6 denote, respectively, the shape and scale parameters of the Gamma distribution
and I'(-) is the Gamma function. The MLE criterion and confidence intervals of 95% are used to
estimate the parameters. Therefore, based on the estimations and the observation of the behavior
of each parameter when N varies, the empirically defined functions used to model the set of

parameters are defined as follows:

* First, k is modeled as a linear function of N and its mathematical equation can be given
by

k[N] = ai,N + a, , (3.29)
where ay, and ay, are the coefficients of the linear function.

* The parameter 6 is modeled as a reciprocal function of N and its mathematical equation

can be expressed as

o[N] = —

=) (3.30)
a’glN + g,

where @y, and @y, are the coefficients of the chosen function.

Therefore, Table 4 and Table 5 exhibit the values of each parameter coefficient for the
three considered M-QAM constellations. Also, Table 6 and Table 7 show the values of each
parameter obtained with its modeling function and the estimates with the confidence interval
of 95% for 4-QAM, 16-QAM, and 64-QAM constellations. Note that for both parameters,
the samples modeled by the modeling functions displayed in (3.29) and (3.30) are contained
within the confidence interval of 95% for all three M-QAM constellations. Such outcome
shows that both parameters present a similar behavior when compared to the defined modeling
functions, regardless of the constellation order. Also, the chosen modeling functions proved to
be quite adequate to model the set of parameters of a Gamma distribution when the M-QAM

constellations are used in the adopted data communication system.
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Table 4 — Coeflicients of the modeling function for the parameter k of the Gamma distribution

@k, g,
4-QAM 0.4998 —-0.4478
16-QAM 0.4311 —-0.3781
64-QAM 0.4202 -0.4279

Source: Personal collection.

Table 5 — Coefficients of the modeling function for the parameter 6 of the Gamma distribution

@g, @g,
4-QAM 0.5002 -0.5093
16-QAM 0.4316 —-0.5452
64-QAM 0.4208 -0.5399

Source: Personal collection.

Table 6 — Values of k[N] achieved with its modeling function in comparison with the
confidence interval of 95% for 4-QAM, 16-QAM, and 64-QAM constellations

4-QAM

N=10 N =50 N =100 N =500 N = 1000

k[N 4.5502 24.5422 49.5322 249.4522 499.3522

Komin 4.4524 24.2518 49.0397 245.9833 492.9037

Kmax 4.5525 24.8132 50.1787 251.7124 504.3877
16-QAM

N=10 N =50 N =100 N =500 N = 1000

k[N] 3.9329 21.1769 427319 215.1719 430.7219

K min 3.8677 20.9177 42.4347 212.2472 425.1431

Kmax 3.9543 21.4014 43.4198 217.1900 435.0478
64-QAM

N=10 N =50 N =100 N =500 N = 1000

k[N] 3.7741 20.5821 41.5921 209.6721 419.7721

Komin 3.7840 20.4505 41.2127 206.5943 414.7664

Kmax 3.8686 20.9233 42.1694 211.4054 424.4292

Source: Personal collection.

3.5.2 M-PAM Constellations

Taking into account the discussion regarding the M-PAM constellations and the best sta-

tistical model considering a set of statistical distributions, the Lognormal distribution presented
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Table 7 — Values of 8[N] achieved with its modeling function in comparison with the
confidence interval of 95% for 4-QAM, 16-QAM, and 64-QAM constellations

4-QAM
N=10 N =50 N =100 N =500 N = 1000
O[N] 0.22258 0.04082 0.02020 0.00401 0.00200
Ormin 0.22002 0.04029 0.01992 0.00397 0.00198
Omax 0.22525 0.04123 0.02039 0.00407 0.00203
16-QAM
N=10 N =50 N =100 N =500 N = 1000
O[N] 0.26520 0.04754 0.02347 0.00465 0.00232
Oumin 0.26210 0.04701 0.02310 0.00461 0.00230
Ormax 0.26837 0.04812 0.02364 0.00471 0.00235
64-QAM
N=10 N =50 N =100 N =500 N = 1000
O[N] 0.27262 0.04878 0.02407 0.00477 0.00238
Ommin 0.26952 0.04818 0.02380 0.00473 0.00236
Oimax 0.27596 0.04930 0.02436 0.00484 0.00241

Source: Personal collection.
the best results. The PDF of the Lognormal distribution of an r.v. S is given by

fo(x | o) Lt (3.31)
X|u,o0)=——e 272, .
p xoV2r

in which u and o denote, respectively, the mean and the standard deviation of the Lognormal
distribution. Again, the MLE criterion and confidence intervals of 95% are used to estimate the
parameters. Therefore, based on the estimations and the observation of the behavior of each
parameter when N varies, the set of parameters of the Lognormal distribution are modeled using

the empirically defined functions as follows:

* The parameter u is modeled as a negative reciprocal function of N, which is given by

1
N=-————, 3.32
u[N] anN T an (3.32)
where a,, and a,, are the coeflicients of the function.
* The parameter o, as a function of N, is modeled with
1
o [N] (3.33)

@ VN + g,
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where @, and «,,, are the coefficients of the chosen function.

Thus, Table 8 and Table 9 show the values of each parameter coefficient for the three
considered M-PAM constellations. Furthermore, Table 10 and Table 11 show the values of each
parameter obtained with its modeling function and the estimates with the confidence interval
of 95% for 4-PAM, 16-PAM, and 64-PAM constellations. It is notable that for the parameter
u the confidence intervals of 95% cover all the samples obtained with the chosen modeling
functions given by (3.32). Observe that, for the parameter o-, some samples obtained with the
modeling function (3.33) are marginally out of the confidence intervals of 95%, mainly for
N > 500. Also, the results yielded for both parameters show that the differences between the
M-PAM constellations when the Lognormal distribution is chosen are nearly negligible. Finally,
it is important to emphasize that the modeling functions chosen to model the parameters of the

Lognormal distribution are suitable for the considered M-PAM constellations.

Table 8 — Coefficients of the modeling function for the parameter u of the Lognormal

distribution
@y @y
4-PAM 1.4620 —1.6450
16-PAM 1.6280 —-1.8690
64-PAM 1.6540 -2.0400

Source: Personal collection.

Table 9 — Coeflicients of the modeling function for the parameter o of the Lognormal

distribution
o Yo,
4-PAM 0.6359 —0.2454
16-PAM 0.6178 -0.2322
64-PAM 0.6172 -0.2339

Source: Personal collection.

3.6 NUMERICAL ANALYSES

In this section, three distinct case scenarios in which the FBL analysis can be applied
are discussed. Case Studies I and II consider the digital communication system detailed in
Section 3.1, in which transmitter and receiver are performing data communication without
transmission energy knowledge. The former assumes that the CIR is known by both transmitter
and receiver, while the latter considers that the CIR is unknown by the receiver. Case Study III is

based on a typical theoretical view of PLS [66—70] as shown in Figure 10. In this scenario, it is
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Table 10 — Values of u[N] achieved with its modeling function in comparison with the
confidence interval of 95% for 4-PAM, 16-PAM, and 64-PAM constellations

4-PAM
N=10 N =50 N =100 N =500 N = 1000
1[N] -0.07707 -0.01399 -0.00692 -0.00137 -0.00068
Hmin -0.08075 -0.01544 -0.00776 -0.00190 -0.00094
Hmax -0.07370 -0.01253 -0.00572 -0.00100 -0.00030
16-PAM
N=10 N =50 N =100 N =500 N =1000
HIN] -0.06939 -0.01257 -0.00621 -0.00123 -0.00061
Hmin -0.07314 -0.01428 -0.00746 -0.00189 -0.00071
Hmax -0.06591 -0.01130 -0.00537 -0.00097 -0.00006
64-PAM
N=10 N =50 N =100 N =500 N =1000
u[N] -0.06897 -0.01240 -0.00612 -0.00121 -0.00061
Hmin -0.07284 -0.01463 -0.00731 -0.00158 -0.00080
Hmax -0.06559 -0.01164 -0.00522 -0.00065 -0.00014

Source: Personal collection.

considered the presence of an eavesdropper (Eve) in the system, which is capable of overhearing
the signal transmitted from the transmitter (Alice) to the receiver (Bob). Note that Alice, Bob,
and Eve make use of the transmitter and receiver devices detailed in Section 3.1. Case Study I is
discussed in Subsection 3.6.1 while the other ones are detailed in Subsection 3.6.2. Case Studies
IT and III are united since the same formulation can be applied for both of them as justified in
Subsection 3.6.2. The discussed results consider N € {10, 50, 100, 500, 1000} and the noise

variances of Bob (07) and Eve (07, ) are defined so that o7 = o7, = 107°.

Figure 10 — Block diagram of a wiretap channel model

V(1)

v

Alice h(t) » | »  Bob

VE(t)

v

he (1) » + » Eve

Source: Block diagram based on [69].
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Table 11 — Values of o[ N] achieved with its modeling function in comparison with the
confidence interval of 95% for 4-PAM, 16-PAM, and 64-PAM constellations

4-PAM
N=10 N =50 N =100 N =500 N = 1000
o[N] 0.56641 0.23523 0.16357 0.07156 0.05034
Omin 0.56650 0.23329 0.16350 0.07254 0.05125
Omax 0.57149 0.23535 0.16494 0.07318 0.05170
16-PAM
N=10 N =50 N =100 N =500 N =1000
o[N] 0.58090 0.24176 0.16819 0.07363 0.05180
Omin 0.58063 0.23905 0.16782 0.07439 0.05270
Omax 0.58574 0.24116 0.16930 0.07505 0.05316
64-PAM
N=10 N =50 N =100 N =500 N =1000
o[N] 0.58212 0.24211 0.16840 0.07371 0.05186
Omin 0.58226 0.24034 0.16814 0.07489 0.05269
O'max 0.58739 0.24246 0.16962 0.07555 0.05315

Source: Personal collection.

3.6.1 Case Study I

In this case, it is assumed that |4|> = 1 (0 dB) and that it is completely known by the
receiver. With that in mind, Figure 11 and Figure 12 display the probabilities of ensuring the
SEP upper bounds when distinct values of I'y are used for M-QAM and M-PAM constellations,
respectively, and the receiver is unaware of the transmission energy. It is clear that as 'y or N
increases, the probabilities of ensuring the SEP upper bounds also increase. However, the higher
the order of the constellation M, the lower the probabilities. Regardless of the value of N, note
that QAM offers better performance than pulse amplitude modulation (PAM) in the FBL regime,
under the same channel conditions. Regarding the chosen sizes of M-QAM constellations, it is
notable the remarkable difference between the 4-QAM constellation when compared to the other
M-QAM constellations since 4-QAM is a type of amplitude constant constellation. For example,
when I'o = 1 dB, F (aQAM, k, 9) = 0.74 for the 4-QAM constellation, whereas for the other
M-QAM constellations F (aQAM, k, 9) ~ 0.7. On the other hand, the performance associated
with the sizes of M-PAM constellations shows small differences when the constellation size
changes. Since the discussion in Case Study I regards the data communication only between
transmitter and receiver, based on Figure 11 and Figure 12, intuitively it would be advantageous
for the system to be designed with high values of I'y. However, despite such assumption being

accurate based on the presented results, the increase in Iy causes an escalation of the required
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power to transmit signals that satisfy the designed SEP conditions of the system. Therefore,
the data communication system needs to be designed taking into account several features and
considering a trade-off between the probability of ensuring the SEP upper bounds and the

required I'g when the FBL regime is considered.

Figure 11 — Values of F (aQAM, k, 9) when the receiver is aware of & for (a) 4-QAM, (b)
16-QAM, and (c) 64-QAM constellations
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Source: Personal collection.

3.6.2 Case Studies II and II1

Initially, Case Study II is analyzed, in which the receiver in the digital communication

system detailed in Section 3.1 does not know the value of |/|?. In this scenario, the lack of
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Figure 12 — Values of F (apAM, u, o') when the receiver is aware of A for (a) 4-PAM, (b)
16-PAM, and (c) 64-PAM constellations

()

ke 0.6

Source: Personal collection.

this information results in a loss in the probability of ensuring the SEP upper bound. In this
regard, Figure 13 and Figure 14 show the probabilities of ensuring the SEP upper bounds for
the M-QAM and M-PAM constellations, respectively, when the data communication between
the transmitter and receiver is designed with I'g = 1 dB. Also, it is assumed that the receiver
considers |4|?> = 1 (0 dB) but it is not the real value of |#|?>. Consequently, it allows us to
quantify the losses when there is a difference between the real value of ||> and the one that
is supposed to be known by the receiver (i.e., A|h|*> = 1 — |h|?). Note that if there is a 3 dB
increase in the value of |A|? (i.e., A|h|>(dB) = 3), then reasonably high values of F(agam, k, 0)
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and F (apAM, U, o') when N > 10 are attained. On the other hand, if the real value of |h|2 is
3 dB below the value that is supposed to be known by the receiver (i.e., A|h|?(dB) = —3), then
reasonably low values of F (aQAM, k, 0) and F (apAM, u, o') are attained for every considered
N. As a consequence, regarding the system designed with I'g = 1 dB (see Figs. 13-14), the
receiver can only ensure high reliable data communication when A|A|?(dB) > —0.5 and N is
large (e.g., N > 500). Also, if N is considerably small (e.g., N = 10), then the impact of the
knowledge of the CIR is less pronounced. Moreover, small values of N seems to be useful
when A|A|*(dB) < 0 since F(agam,k,6) and F(apam, 4, o) present smoother variations in
comparison to large values of N. In other words, the use of digital communication systems in
situations where the value of |h|? is below a hypothetical value known by the receiver is less

unreliable.

It is important to highlight that Figure 13 and Figure 14 are also valid for Case Study
III, in which the data communication system is shown by Figure 10. Keep in mind that in this
case, the data communication between Alice and Bob under the presence of Eve is considered.
With the purpose of carrying out our analysis, it is assumed that Bob knows |A|> and, as a
consequence, the results presented in Subsection 3.6.1 apply to Bob. On the other hand, Eve has
no knowledge of |hg|? and, consequently, the results showed in Figure 13 and Figure 14 can be
directly applied to Eve with the replacement of /& by hg. In this new scenario, the interpretation
of the probabilities of ensuring the SEP upper bounds by a malicious device, which is capable of
eavesdropping data at the physical layer level, shows that the relative distance among Alice, Bob,
and Eve define the attenuation level of the channel, and it is an important issue to be considered.
For instance, it would be beneficial for the presented scenario of data communication between
Alice and Bob, which considers 'y = 1 dB, to operate under the condition that A|hg |> < -3dB
for the values of N > 10 since it ensures that Eve will not be able to perform a successful attack.
Also, if N is small (e.g., N = 10) and A|hg|*> > -3 dB, then an eavesdropper can overhear
part of the transmitted information, as shown by the values of F(aqams, k, 6) and F (apam, i, )
when N = 10. Consequently, the results show that the use of reduced block lengths in data
communication systems may offer opportunities for an eavesdropper to perform successful
attacks. Furthermore, if A|hg |2 > 0 dB, then Eve becomes a serious threat particularly when N

is large.

3.7 SUMMARY

This chapter has discussed the SEP of an uncoded and single-carrier digital communi-
cation system when short and finite-length blocks of symbols are transmitted, and neither the
transmission energy nor the channel state information are known by the receiver. The random-
ness yielded by the lack of such information was modeled as a single random variable, which
is associated with estimates of the noise variance and the constellation energies obtained by the

receiver. To circumvent this issue, the use of the so-called extra gap factor to undermine the
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Figure 13 — Values of F (aQAM, k, 6) when the receiver is unaware of 4 and I'g = 1 dB for (a)
4-QAM, (b) 16-QAM, and (c) 64-QAM constellations
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Source: Personal collection.

impact of such randomness was proposed. Also, to statistically evaluate the consequences of the
lack of these pieces of information, models of this random variable were presented for M-QAM
and M-PAM constellations. Finally, numerical analyses showed that, when the receiver knows
the CSI, reasonable values of the extra gap factor are necessary to ensure reliable data communi-
cation. On the other hand, when the CSI is unknown by the receiver, longer block lengths or high
value of the extra gap factor are crucial for ensuring reliability in the data communication system,
especially in the presence of a malicious eavesdrop device, which is capable of overhearing the

signal transmitted between Alice and Bob.
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Figure 14 — Values of F (apAM, u, 0') when the receiver is unaware of 4 and I'g = 1 dB for (a)
4-PAM, (b) 16-PAM, and (c) 64-PAM constellations
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4 CONCLUSION

This thesis has discussed the resource allocation for PLC systems based on the HS-OFDM
scheme, specifically two enhancements for the TCRA technique were proposed, and has intro-
duced the discussion about the FBL regime in a single-carrier digital communication system,
addressing the peculiarities of such a regime and the changes brought out with it. Both discussi-
ons were carried out with the focus on the analysis of SER in the resource allocation discussion

and SEP in the FBL regime discussion.

In Chapter 2, partial ETCRA and ETCRA were introduced, which are enhanced versions
of TCRA, for ensuring the non-violation of an SER upper bound to the TCRA technique. The
enhanced version were achieved based on two main modifications to the original one. The first
proposed enhancement — which considers the use of the worst nSNR of the set of microslots in
the resource allocation problem — is of great importance, since failure to comply with an SER
upper bound results in loss of effective data rate due to the necessity of constant retransmissions
that may be required for achieving an acceptable performance of OFDM-based PLC systems.
In addition, a new calculation was presented for the correlation between microslots within the
same cycle of the mains signal. Such correlation is more representative for the conditions of
the data communication medium since it considers all subcarriers on the evaluation instead of
a parameter resulted of previous processing and, consequently, possessing less information of
the data communication medium. Therefore, based on a set of measured data composed of in-
home PLC channels estimates and additive noise measurements obtained from a measurement
campaign, a comparative analysis between the TCRA, partial ETCRA and ETCRA techniques
was carried out considering two parameters: data rate loss and computational complexity
reduction. Similar to TCRA, numerical results showed that ETCRA offers a trade-off between
data rate and computational complexity and yields data rates relatively lower than those obtained
with TCRA, when both modifications are taken into account. Moreover, by considering the
partial ETCRA, it was shown that the new way of evaluating correlation results in higher
reductions of computational complexity. Finally, it was shown that both enhanced versions
ensure a non-violation of an SER upper bound established by the gap from the Shannon capacity
curve while TCRA violates the SER upper bound in several microslots. As a result, both
enhanced versions improve the overall performance of the resource allocation process in PLC

systems.

Chapter 3 has addressed the probabilities of ensuring a target SEP, which is designed
for the system based on the required SNR at the receiver, associated with the FBL regime in
a single-carrier digital communication system when the receiver has knowledge or not of the
CSI. Considering the lack of information of transmission power, it was shown, in the FBL
regime, that the required SNR and, consequently, the target SEP can no longer be accurately
achieved. Such circumstances take place as a result of the randomness introduced into the data

communication system by both the noise variance and the signal energy. Therefore, in order
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to circumvent the issue of ensuring the target SEP in the FBL regime, the addition of an extra
gap factor was proposed, which evaluation is achieved based on the statistical modeling of the
r.v. capable of modeling the randomness of the FBL regime. Thus, a comparative analysis was
presented, based on a set of statistical distributions, of which statistical distribution best models
the r.v. for M-QAM and M-PAM constellations, respectively. In the sequel, it was shown that
the best statistical distributions for each one of the considered constellations are the Gamma
distribution for M-QAM and the Lognormal distribution for M-PAM. Also, the parameters
of each statistical distribution were modeled, based on empirically defined functions, in terms
of the block length and validated comparing with an estimation with a confidence interval of
95%. Finally, three distinct case scenarios were discussed: Case Studies I and II regarded data
communication among transmitter and receiver, where the former considered the awareness
of the CSI by the receiver while the latter considered that the receiver was unaware of such
information. Case Study III contemplated a typical PLS scenario in which a malicious device
(Eve) eavesdrops upon the data exchanged between Alice and Bob. The results regarding the
probabilities of ensuring SEP upper bounds when using M-QAM and M-PAM constellations
were investigated and the usefulness of an extra gap factor to improve performance in a point-to-
point data communication with and without the presence of an eavesdropping device under the
FBL regime was discussed. For Case Study I, the performance obtained with QAM was better
than the one achieved with PAM. Also, it was notable the discrepancy between the 4-QAM
constellation and the other analyzed M-QAM constellations. Regarding Case Studies II and
III, the impact on the lack of knowledge of the CIR was discussed, for both the receiving and
the malicious devices, when the data communication system is designed with I'y = 1 dB. For
both cases, smaller block lengths resulted in less variation on the probabilities of ensuring the
SEP upper bounds. Such an outcome implies that the smaller the block length, the greater
the restrictions that need to be imposed into the system to protect the data exchanged between

communication devices against the presence of a malicious device.

4.1 FUTURE WORKS

A list of future works is as follows:

* To formulate the statistical modeling for several types of constellations in order to deter-

mine the best statistical distribution and outline the results for future studies.

* To investigate the FBL regime for types of communication channel models different from
the LTI channel, such as LPTV channels which allows the exploit of the time periodicity

aspect of the communication channels and random channels.

* To analyze the FBL regime and the addition of an extra gap factor to a multi-carrier digital
communication system with purpose of taking advantage of resource allocation techniques
such as the ETCRA technique.
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