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RESUMO

Este trabalho tem como objetivo apresentar técnicas com complexidade computacional
reduzida para implementação em hardware do modulador de amplitude em quadratura
M -ária (M -ary quadrature amplitude modulation - M -QAM) de elevada ordem, que pode
ser viável para sistemas banda larga. As técnicas propostas abrangem as constelações
M -QAM quadradas e cruzadas (número par e ímpar de bits), a regra de decisão abrupta
(hard decison rule), derivação de constelações M -QAM de baixa ordem das de elevada
ordem. A análise de desempenho em termos de taxa de bits errados (bit error rate - BER)
é realizada quando os símbolos M -QAM são corrompidos por ruído Gaussiano branco
aditivo (additive white Gaussian noise - AWGN) e ruído Gaussiano impulsivo aditivo
(additive impulsive Gaussian noise - AIGN). Os resultados de desempenho da taxa de bits
errados mostram que a perda de desempenho das técnicas propostas é, em média, inferior
a 1 dB, o que é um resultado surpreendente. Além disso, a implementação das técnicas
propostas em arranjo de portas programÃ¡veis em campo (field programmable gate array -
FPGA) é descrita e analisada. Os resultados obtidos com as implementações em dispositivo
FPGA mostram que as técnicas propostas podem reduzir consideravelmente a utilização
de recursos de hardware se comparadas com as técnicas presentes na literatura. Uma
melhoria notável em termos de redução da utilização de recursos de hardware é conseguida
através da utilização da técnica de modulação M -QAM genérica em comparação com a
técnica de regra de decisão heurística (heuristic decision rule - HDR) aprimorada e uma
técnica previamente concebida, a tÃ c©cnica HDR. Com base nas análises apresentadas,
a técnica HDR aprimorada é menos complexa do que a técnica HDR. Finalmente, os
resultados numéricos mostram que a técnica de modulação M -QAM genérica pode ser
oito vezes mais rápida do que as outras duas técnicas apresentadas, quando um grande
número de símbolos M -QAM (p. ex., > 1000) são transmitidos consecutivamente.

Palavras-chave: Modulação em amplitude e quadratura M -ária. Comunicações digitais de
dados. Arranjo de portas programável em campo.



ABSTRACT

This work aims at introducing techniques with reduced computational complexity for
hardware implementation of high order M -ary quadrature amplitude modulation (M -
QAM) which may be feasible for broadband communication systems. The proposed
techniques cover both square and cross M -QAM constellations (even and odd number
of bits), hard decision rule, derivation of low-order M -QAM constellations from high
order ones. Performance analyses, in terms of bit error rate (BER) is carried out when
the M -QAM symbols are corrupted by either additive white Gaussian noise (AWGN) or
additive impulsive Gaussian noise (AIGN). The bit error rate performance results show
that the performance loss of the proposed techniques is, on average, less than 1 dB, which
is a remarkable result. Additionally, the implementation of the proposed techniques in
field programmable gate array (FPGA) device is described and outlined. The results based
on FPGA show that the proposed techniques can considerably reduce hardware resource
utilization. A remarkable improvement in terms of hardware resource utilization reduction
is achieved by using the generic M -QAM technique in comparison with the enhanced
heuristic decision rule (HDR) technique and a previously designed technique, the HDR
technique. Based on the analyses performed, the enhanced HDR technique is less complex
than the HDR technique. Finally, the numerical results show that the generic M -QAM
technique can be eight times faster than the other two techniques when a large number of
M -QAM symbols (e.g., > 1000) are consecutively transmitted.

Keywords: M -ary quadrature amplitude modulation. Digital data communication. Field
programmable gate array.
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1 INTRODUCTION

The recent standardization efforts toward broadband communication systems [1–4]
and the needed for increasing the spectral efficiency of data communication systems to fulfil
demands related to smart cities [5,6], indicate that, for advancing in the current state of the
art related to communication technologies, new modulation techniques have to be designed.
However, the global demand for energy-saving telecommunication devices imposes severe
hardware energy consumption restrictions. Recognizing the utmost importance of energy
consumption in communication systems, [7] introduced parameters to quantify this feature
in a communication system.

Regarding communications channels, in a depth knowledge of the time-varying
behavior of the channel can provide important information to feed dynamic resource allo-
cation techniques or adaptive modulation [8, 9]. As a result, the number of bits allocated
in each subcarrier of a multi-carrier (number of bit transmitted in each subcarrier could
surpass 15) or single carrier schemes [9,10], can be high and, as a consequence, the compu-
tational complexity associated with the use of high order M -ary quadrature amplitude
modulation (QAM) constellations can be considerably large (in the new generation of
transceivers, constellations with huge size, such as 215-QAM, are employed [11]).

Considering M -QAM techniques, one can state out that M -QAM modulating/de-
modulating techniques [12–14] are old challenges for digital communication experts. For
instance, the improvements on bit error rate (BER) by using the Gray-coded square
M -QAM constellations were reported in [15, 16], while [17–20] addressed efficient ways to
transmit odd number of bit inM -QAM symbols, the so called crossM -QAM constellations.
The cross M -QAM constellations translates the bits from the corners of a rectangular
M -QAM constellation to the top and bottom sides of it. Furthermore, [21,22] discussed
concerning about computational complexity ofM -QAM techniques, by focusing on efficient
approaches to implement 16-QAM in an field programmable gate array (FPGA) device,
while [23, 24] paid attention to several approaches to modulate and to demodulate square
and crossM -QAM symbols consideringM ∈ {4, 8, 16, 32, . . . , 65536} by using the so-called
heuristic decision region (HDR) technique. The HDR allows for a reduction of hardware
resource utilization by M -QAM symbols in a FPGA device. This technique makes use of
large memory storage at the transmitter, or large look-up table (LUT), and considerable
number of logic elements because it is based on the state machine (SM) concept. The
aforementioned works are based on hard decision rule, while a soft decision rule in a digital
signal processor device was pointed out in [25]. In spite of improved performance of the
soft decision, this approach demands high computational complexity.

It can be seen from the aforementioned references that if the additive noise is a
white Gaussian random process and the hard decision rule is adopted at the receiver
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side, then hardware resource utilization and computational complexity can be reduced
when the order of M -QAM constellation increases. These issues were initially discussed
in [23, 24], however more investigations are needed to come up with techniques that
considerably reduce the need for memory storage and logic elements, addressing both
square and cross M -QAM constellations. Note that the current standard for broadband
power line communication (PLC) systems, IEEE P1901 [1], only covers square M -QAM
constellations, a raised hypothesis is that the computational complexity associated with
current cross M -QAM techniques is too high for hardware implementation.

1.1 Objectives

Usually, the computational burden of implementing modulation and demodulation
techniques relies on the mapping and de-mapping/detecting procedures [12–14]. The search
for a low-cost hardware implementation of these procedures is a timely and important issue
to be considered. In this context, this thesis focuses on the following main contributions:

1. To present a generic mapping and de-mapping/detecting procedures for M -QAM
techniques, in order to transmit messages with even and odd number of input bits
that satisfies a Gray mapping rule and presents low computational complexity,
mainly, when M increases.

2. To implement the generic mapping and de-mapping/detecting procedures for M -
QAM techniques in FPGA devices and comparatively verifies their BER performance
and hardware resource utilization in terms of maximum operating frequency, energy
consumption, delay, latency, memory usage and logic elements usage.

1.2 Thesis Outline

The thesis is organized as follows: Chapter 2 presents the problem formulation,
describing the communication channel, the state of the art about M -QAM techniques,
comments about high data-rate communication systems and the mathematical formula-
tion of the addressed problem; Chapter 3 addresses the proposed techniques, and their
implementation in FPGA devices; Chapter 4 focuses on the performance analyses; and
Chapter 5 states the conclusions.



18

2 PROBLEM FORMULATION

The demands for high data-rate and low-cost transceivers are the main purposes to
come up with simple and low computational complexity high order M -ary QAM (M > 28).
In order to formulate the problem related to this challenging issue, this chapter is organized
as follows: Section 2.1 addresses a brief discussion about the adopted mathematical channel
model, Section 2.2 focuses on a review about M -QAM techniques, while the mathematical
formulation of the problem investigated in this thesis is presented in Section 2.3.

2.1 Communication Channel

In the literature there are few mathematical models for the propagation of signals
through communication channels. One of the most discussed model was proposed in [37],
which represents the communication channel as a linear and time invariant (LTI) system
with a frequency response expressed by

H(f) =
P∑
i=1

gie
−(a0+a1fr)die−j2fπτi , (2.1)

in which P is the number of channel paths, i is the index for the i-th path. The path gain
of index i is represented by gi. The length and the delay of the i-th route is represented
by di and τi, respectively. a0 and a1 are attenuation parameters and r is the attenuation
factor exponent.

In spite of taking the multipath propagation into account, the LTI model does not
include the temporal variation of loads. In [38], the time dependent frequency response
variation is observed in a electric power grid during an interval of 2 hours. One way
to represent such temporal variation of the communication channel [39] is to introduce
a change in (2.1) such that gi is replaced by the random variable gi,t with a Gaussian
probability density function, i.e.,

gi,t ∼ N (gi, σ2
gi

), (2.2)

in which gi represents the average gain of the i-th path and σ2
gi

is the variance that
determines the variability of the communication channel. This channel model is named
linear and time-varying (LTV) [39]. Figure 1 shows the frequency response variation of
communication channel as presented in [40].

According to [41], communication channels show abrupt temporal variations in
their frequency responses, which are synchronous with the main frequency of the electric
power grids. There variations occurs when silicon rectifier controlled (SRC) based devices
are used to provide alternating current (AC)/direct current (DC) conversion. One way
to address such periodicity is to consider that the communication channel is linear and
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Figure 1: Frequency response variation in a communication channel.

periodically time-varying (LPTV) with frequency response given as [33]

HLPTV (f, t) =

HLTV,1(f, t), if
(
k

2f0
− T

2

)
< t <

(
k

2f0
+ T

2

)
HLTV,2(f, t), otherwise

. (2.3)

in which HLTV,1(f, t) has different parameters of HLTV,2(f, t). The former represents the
communication channel when the main voltage is close to zero crossing, and the latter
one represents the communication channel at other time instants. It is considered that
k ∈ Z, f0 is the mains frequency that, in Brazilian case, is 60 Hz, T is the interval time
in which the channel response remains with the parameters of HLTV,1(f, t). Overall, the
LPTV channel model is a combination of two distinct LTV channels.

In order to better understand the communication channel model, a bus with
multiple branches, as shown in Figure 2, can be used to illustrate the signal propagation
in a wired communication system. At each end of branches there are time varying loads
that can be the transmitter (TX) and/or the receiver (RX) device. These devices can be
connected and disconnected randomly, some of then are synchronously switched on/off
with mains frequency. The temporal and spectral variation lead to a impedance mismatch
between the TX and RX devices, and, as a consequence, portions of the waves are reflected
and retransmitted. The received signal is the sum of several reflected signals from distinct
pathways, along with the directly transmitted signal [42], resulting in what is named
multipath propagation model of the communication channel that is also present in wireless
communications.

These kind of noises are presented, illustrated and discussed by [43,44]. Usually,
noises in the communication channels are constituted by components that are yielded by
distinct loads. It is possible to classify these noises in two different groups: background
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Figure 2: Typical wired communication system topology.

noise and impulsive noise (see detailed discussion in [43] and [44]). Figure 3 shows these
types of noise in communication channels.

Figure 3: Types of noise in communication channels.

It is well established that the background noise can be considered as the sum of
the following components:

• Narrowband Noise: it is yielded by the induction of radio broadcasting signals in
the communication channel. The source of these signals are radio stations using
amplitude modulation (AM) and frequency modulation (FM), and also amateur
radio. The noise power may vary throughout the day and also in relation to the
distance of the transmission source.

• Coloured Noise: it has low level of power spectral density (PSD), which decreases
with increasing frequency. This noise is yielded by the sum of numerous low-power
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noise sources present in the communication channel, such as consumer electronics.
Its PSD can vary in minutes or even in hours.

On the other hand, the impulse noise part can be considered as the sum of the
following components. It is important to emphasize that most of them relies on PLC
channels, see Annex A.

• Periodic impulsive noise asynchronous with mains frequency: it is caused by power
supplies switching, usually with frequencies between 50 and 200 kHz, having frequency
spectrum spaced components in accordance with the pulse repetition rate of the
switching.

• Periodic and impulsive noise synchronous with mains frequency: it is yielded by
SRC that are synchronous with the mains frequency, its frequencies either is 50 or
100 Hz in Europe and in the frequencies of 60 and 120 Hz in the United States and
Brazil. It has a duration of only few microseconds and its PSD decreases with the
increasing of the frequency.

• Aperiodic impulsive noise: This type of noise is produced by transients caused by the
connection and disconnection of electric devices (loads) on the electric power grids
as well as their switching. These kind of impulse has a random duration between
few microseconds and few milliseconds with random interarrival time. The PSD of
this noise can reach values up to 50 dB above the PSD of the background noise.

Following Figure 3, it is assumed that a model of the communication channel is
given by y(t) = s(t) + v(t), in which s(t) is the transmitted signal and v(t) is the additive
noise. Assuming perfect synchronization and the use of a matched filter at the receiver
side, then the vector representation of the i-th received signal is given by

yi = si + vi, (2.4)

in which si = smi
∈ R2 is the constellation point associated with the mi message. Note

that smi
is constituted by in-phase and quadrature components. The vector yi ∈ R2

represents the channel output (demodulator input) and the vector vi ∈ R2 expresses the
discrete time additive noise at the output of the communication channel. The vector vi
can be modeled as [45,46]

vi = vi,bkg + vi,nb + vi,pa + vi,ps + vi,imp, (2.5)

in which vi,bkgr denotes the background noise, vi,nb the narrowband noise, vi,pa the periodic
impulsive noise asynchronous to the mains frequency of the power system, vi,ps the periodic
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impulsive noise synchronous to the mains frequency, and vi,imp the asynchronous impulsive
noise.

In this thesis it is assumed that

vi = vi,bkg + vi,ps + vi,imp, (2.6)

because vi,nb can be mitigated by filtering and vi,pa + vi,ps can be considered as a single
noise component. If one assumes that (2.6) is modeled as additive impulsive Gaussian
noise (AIGN), then vi,bkgr ∼ N (0, σ2I) is a random vector with Gaussian distribution and
mean vector equal to 0, and variance σ2, that represents the background noise; vi,ps ∼
N (0, K1σ

2I) denotes the discrete time version of an impulsive noise in the continuous
time domain with interarrival interval tarr,ps = (1/2f0) seconds, in which f0 is the mains
frequency of electric power systems (60 Hz in Brazil). Then, the duration of tw,ps = 100µs
is located in (n/2)f0, n = 0, 1, 2, ... And also vi,imp ∼ N (0, K2σ

2I) is the discrete time
version of an impulsive component in the continuous time domain with interarrival time
tarr,imp modeled as an exponential random variable with mean equal to 100ms and time
lasting of tw,imp = 100µs. The constants K1 and K2 are specified in order to generate
noises with different levels of severity. This model is capable of representing communication
channel scenarios with high severity once the impulsive noise can be modeled as white
and Gaussian, which makes it possible to emulate the worst case scenario [23,24]. In all
the simulation results shown in this work, K1 = K2 = 20 dB. The adopted values are the
same of [23,24] and, as a consequence, comparative analyses can be easily performed.

2.2 State of The Art of M -QAM

Considering digital modulation techniques, it is well known that phase and am-
plitude mapping and detection techniques are old challenges for digital communication.
The contributions [12–14] from 60’s discussed an approximation to the probability of error
derived for both coherent and phase-comparison demodulation by taking into account,
efficient use of transmission power, minimum peak power or minimum average power,
most of them with theoretical results only in [12]. Another paper, at the same decade,
presented some simulation results [14] regarding two types of digital phase and amplitude
modulated signals as well as approximated expressions for the symbol error probability and
the channel capacity for a digital phase-modulated scheme. It was shown that the phase
and amplitude modulation scheme offer power advantages over the phase-only scheme.
Some configurations of these schemes that change the constellation points based on the
data input were presented in [47]. Figure 4 shows four suggested constellations when the
number of bits transmitted in each symbol is equal to 2. As a result of these investigations,
digital modulation schemes started to evolve considering the in-phase (I) and quadrature
(Q) components in many different configurations.
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Figure 4: Possible phase and amplitude modulated constellations.

Among the suggested configurations, square M -QAM techniques were developed
in 60’s as well. In [13] it is presented a combination of amplitude and phase modulations
for digital communication, under the assumption of phase coherence and perfect synchro-
nization between transmitter and receiver. The challenge was to implement a technique
that involve simultaneous and independent amplitude modulations of two carriers of the
same frequency and in quadrature with each other, consisting in the separation of the
in-phase and quadrature components followed by amplitude detection. Figure 5 shows the
square 16-QAM constellation analysed in [13].

Figure 5: Square 16-QAM constellation.

In order to reduce the error probability of square M -QAM, a binary encoding
technique was employed, the so called Gray coding. This technique was created by the
researcher Frank Gray, from the Bell Labs, who developed it to be used in a vacuum tube,
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in order to prevent spurious outputs in electromechanical switches [48]. Nevertheless, a
patent of Gray coding was issued in the 50’s entitled "Pulse Code Communication"[48],
which describes a method to build code from the conventional binary code through a
reflection process, known as binary reflected code, as exemplified in Figure 6.

Figure 6: Code construction method of the binary reflected code.

Different kinds of Gray encoding were researched. For example, in [16] a technique
generates the binary reflected Gray code efficiently in terms of the required time to generate
multiple and consecutive symbols. These kind of Gray codes can be applied in digital
modulation techniques that are being used in the current communication technology.
Improvements on BER by using the Gray coded square M -QAM were reported in [15, 16].
The constellation with Gray codes was applied in the main telecommunication application
of the 60’s, which at the time was digital television [15].

At the beginning of the 70’s, digital modulation techniques were a hot topic and
several new ideas arose. For instance, [19] introduced the multiple amplitude and phase
amplitude and phase shift keyed (MAPSK) modulation scheme and a performance analysis
over a linear additive Gaussian noise channel, showing the influence of the peak signal
to noise ratio (SNR) for a given symbol error probability. Also, the simplified generation
and detection of the symbol and the bit error probabilities using Gray code technique
were presented. The main contributions of [19] was to use two quadrature amplitude-
shift-keyed (QASK) signal sets when the number of bits per symbol is odd, resulting in a
rectangular QASK set with low computational complexity.

Regarding rectangular M -QAM constellation, k = log2(M) in which k ∈ N is
the number (even or odd) of transmitted bits. The constellation points are arranged
in 2dk/2e columns and 2bk/2c rows, in which dk/2e = min {n ∈ Z | n ≥ k/2} and
bk/2c = max {m ∈ Z | m ≤ k/2}. This asymmetric configuration results in average power
unbalance of the I and Q components of the signal [20]. On the other hand, Gray mapping
can be applied easily. Figure 7 shows 32-QAM constellation with a rectangular geometry.

The cross QAM was investigated [17, 20]. A 32-QAM constellation with cross
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Figure 7: Rectangular 32-QAM constellation.

geometry, as shown in Figure 8, was presented in [20]. As it was discussed, perfect Gray
coding is not possible for cross QAM. Also it was shown that there are two ways to
generate the cross M -QAM, the most common is to obtain the values from a LUT with
pre-defined values and the second one is made by the translation of the bits located in the
corners of a rectangular QAM constellation to the top and bottom sides of it, as described
by [17]. By doing that and by using a new technique, which is called the Smith-style
Gray coding with minimum bit difference between neighbor [17], the authors derived the
exact BER for cross QAM constellations over additive white Gaussian noise (AWGN)
and Rayleigh fading channels. Based on that, [18] reported the first demonstration of a
512-QAM coherent optical transmission by using an optical phase locked loop (PLL). A
polarisation-multiplexed 54 Gbps data signal was successfully transmitted with an optical
bandwidth of 4.1 GHz, including a tone signal, showing that it is possible to achieve high
data rates using cross QAM.

Figure 8: Cross 32-QAM constellation.
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2.2.1 High Data-Rate Communication Systems

Nowadays, communication systems making use of digital modulation scheme based
on up to 215 constellation points are being standardized and designed [11] to fulfil the increa-
sing demand for high data-rate. In order to achieve high data rate and/or spectral efficiency
with digital communication systems operating in frequency selective channel, multi-carrier
modulations is the most suitable one. A simple and well-known way of designing a high
data-rate data communication system for data communication through frequency selective
channels is to combine an orthogonal frequency division multiplexing (OFDM) scheme
with digital modulation, such as M -QAM and binary phase shift keying (BPSK) [49]. In
addition, OFDM scheme [49] is attractive because of the simplicity associated with channel
equalization due to the use of frequency domain equalization technique [50], hardware
clock speed reduction in comparison with single carrier modulations, efficient power or bit
allocation in the subchannels if complete channel state information (CSI) is available at
the transmitter.

A bitloading algorithm, which is one of the available techniques to increase the
efficient of power and bit allocation in the subchannels, that considers the prior knowledge
of complete CSI made available to the transmitter may be applied to maximize data rate
for a given transmission power or minimize the transmission power given a target data
rate [9]. On the other hand, the spectral efficiency of adaptive modulation, which do not
require complete CSI at the transmitter side, is constant when compared to the bitloading
technique. It means that the average spectral efficiency of the bitloading technique is
improved, while, at the same time, the BER is better tailored to the application requirement.
Thus, bitloading techniques are much more effective when it comes to maximize the use of
channel resources for data communication if complete CSI is available at the transmitter
[51].

The bitloading technique for digital communication systems based on OFDM
scheme chooses the digital modulation scheme and constellation based on the knowledge
of normalized SNR at each subchannels, which is perceived by the receiver [9]. From the
negotiation between the base stations and modem, the digital modulation is dynamically
adapted to fullfil the link conditions [8]. This technique gives greater flexibility to data
communication system, with respect to maximizing spectral efficiency as well as the
fairness of resource allocation. Figure 9 shows an example of bitloading technique for
OFDM scheme when distinct M -QAM constellations are chosen for data communication
through sets of subchannels. It is important to emphasize that bitloading techniques are
mandatory in this context, since each subcarrier can transmit a different number of bits
to adapt to the subchannel conditions.

Based on the aforementioned context, it is clear that the development of algorithms
that demand low complexity to perform M -QAM (encoding, decoding and detecting) in
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Figure 9: Allocation of M -QAM constellation in groups of subchannels when bitloading
technique is applied with OFDM scheme.

OFDM scheme is a timely and important issue to be addressed. In fact, the need for the
transmission of variable number of bits through the subchannels, the lager number of
subcarriers and large size of QAM constellations (reaching 215) makes the computational
complexity of M -QAM a very important issue to be addressed due to the impact on the
choice of the hardware or technology used to implement the transceiver.

Recent contributions about M -QAM have focused on computational complexity
reduction. For instance, [21,22] discussed the implementation of 16-QAM with low compu-
tational complexity in an FPGA device. The advantages in favor of FPGA technology are
flexibility, accuracy and reconfigurability for designing and implementing digital systems,
and capacity to process complex algorithms at clock rates of hundreds of MHz. Taking
advantage of the FPGA technology, [21] considered the real time physical layer level of data
communication systems, such as symbol mapping, source encoding, channel coding and
receiver decoding, presenting the advantages and disadvantages of the FPGA technology.
Also, [22] discussed experiments with Virtex 4 FPGA development kit to show a promising
platform for developing algorithms for the real time implementation and analysis of digital
modulation schemes.

In addition, [23, 24] paid attention to several approaches to encode, decode and
detect square M -QAM symbols considering M ∈ {4, 8, 16, 32, . . . , 65536} by using the so-
called HDR technique that allows a reduction of hardware resource utilization by M -QAM
scheme in a FPGA device in comparison with maximum likelihood (ML) criterion when
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hard decision rule, AWGN and AIGN channel are taken into account. This technique makes
use of large memory storage, requiring large LUT at the transmitter, and considerable
number of logic elements because it is based on the SM concept to implement the symbol
detection at the receiver.

The authors of [23, 24] addressed a M -QAM technique based on hard decision.
However, a soft decision rule can be applied to improve the detection performance, as
discussed in [25]. The drawback associated with soft decision is the increased computational
complexity due to the fact that soft decision rules demand more hardware resource
utilization then hard decision one. The authors of [25] investigated techniques such
as the max-log approximated detection and subregion based soft-demappers, but these
techniques are also too complex to be implemented due to the need for calculating two-
dimensional (2D) euclidean distances. As a result, the authors proposed what they named
two one-dimensional (1D) soft-demappers. By reformulating a QAM signal as two layered
pulse amplitude modulation (PAM) signals, the proposed QAM symbol detection technique
was simplified to two 1D soft de-mapping and, as a consequence, it demands 73% less
computational complexity. Also in [52], an optimum bits-to-symbol mapping for square
constellations is introduced which allows for a simple detection of M -QAM symbols,
considering the division of a M -QAM constellation in four sub-regions, reserving the two
most significant bit (MSB) to map the sub-regions, representing the so-called (4M)-point
constellations.

Considering the papers in the literature about theM -QAM modulation, it seems to
be clear that if one come up with a procedure that eliminates the need for storage memory
and avoids the use of state machine, which considerably increase the resources usage when
high order M -QAM is considered [23,24]; and addresses both square and cross M -QAM
constellations with independent in-phase and quadrature modulation and detection, to
simplify the demodulation process [25], then hardware resource utilization as well as
computational complexity can be considerably reduced. Novel M -QAM techniques that
combines these issues are detailed in this thesis by considering Gray coded constellations
and hard decision rule. In order to present them, the mathematical formulation is described
in the next section.

2.3 Mathematical Formulation

The main objective in digital communication systems is to deliver to a destina-
tion blocks made of k bits, ui = [ui,k−1 . . . ui,1 ui,0] ∈ Bk in which B = {0, 1}. To
express mathematically the electrical signal transmitted through the channel, let us first
introduce the notation ψ10 to indicate the function which maps a general binary block
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b = (bK−1 . . . b1 b0) ∈ BK into its decimal representation1

ψ10(b) = 2K−1bK−1 + . . .+ 2b1 + b0. (2.7)

Using this notation it is said that the block ui corresponds to the messagemi = ψ10(ui) and
it is mapped, by the modulating function f , to the symbol smi

= f(ui) = (smi,R
, smi,I

) ∈
Ck ⊂ R2 in which the set Ck with cardinality |Ck| is called the signal constellation
and mi ∈ {0, 1, . . . , |Ck − 1|} is a set of integer indices—in this development |Ck|, the
number of points in the constellation, is restricted to powers of two i.e., |Ck| = Mk = 2k.
Let Lk = {±1, ±3, . . . ± 2k − 1}, then this thesis will be considering constellations
Ck = LkR

× LkI
, in which k = kR + kI , that lies on a rectangular grid.

Transmitters which use modulating functions with M -QAM constellations, when
sending the block ui, transmits through the waveform channel the signal

s(t) = A
∞∑

i=−∞
(smi,R

cos(2πfct) + smi,I
sin(2πfct))p(t− iT ), (2.8)

which considers p(t) to be a square pulse of unitary amplitude and duration Ts; fc is the
carrier frequency; and smi,R

and smi,I
are the in-phase and quadrature components of the

message. It should be noticed that the average power of the transmitted signal, Ps, can
be adjusted by varying the value of A.

The block diagram depicted in Figure 10 illustrates the modulation and demodula-
tion part of a vectorial modeled digital communication system. A simple two-dimensional
function f which Gray maps a modulator input into the i-th symbol smi

= f(ui),
0 ≤ mi ≤ |Ck| − 1, belonging to some constellation Ck, can be constructed as descri-
bed next. One define first a partitioning function that splits ui, the vector of input bits,
in the two parts ui,0 =

(
ui,k−2, . . . , ui,2, ui,0

)
and ui,1 =

(
ui,k−1, . . . , ui,3, ui,1

)
.

Figure 10: Vector model of a digital communication system.

Then smi
= f(ui) = (smi,R

, smi,I
) is considered, in which

smi,R
= (−1)ui,0

(
2k/2−2ui,k−2 + . . .+ ui,2 + 1

)
and

smi,I
= (−1)ui,1

(
2k/2−2ui,k−1 + . . .+ ui,3 + 1

)
.

Letting the vector v ∈ R2 expressing the discrete time additive noise at the transmission,
one will have at the channel output (demodulator input), the vector yi ∈ R2, in which
1 It should be noticed that, in (2.7), b0 is the least significant bit (LSB).



30

vi = vi,bkg (background noise) for AWGN or vi = vi,bkg + vi,ps + vi,imp for AIGN, in which
vimp represents impulsive noise and vps the periodical impulsive noise (see [45, 46] and
Section 2.1). For the sake of simplicity, in this section it is assumed that only the AWGN
model applies.

The demodulating function g, in Figure 10, corresponds to a hard-decision rule-
based detector followed by a de-mapping (signal to binary block map). When vi = 0, i.e.,
the received signal is yi = smi

, since f is a bijective function, the received block would be
ûi = g(yi) = f−1(smi

) or, in other words, since f−1(smi
) = ui, the recovered message ûi is

an exact replica of the message sent. But, since the noise is modeled, in this development,
as an i.i.d. (independent and identically distributed) discrete time random variable Vi

with Gaussian distribution having expected value E{Vi} = 0, the decision rule, which
provides an optimal (in the ML sense) solution to the problem of mapping the received
signal back into some constellation signal is,

Decision Rule

Find some signal sm̂i
∈ Ck such that, ∀` ∈ {0, 1, ...,M − 1},∥∥∥yi − sm̂i

∥∥∥2
≤ ‖yi − s`‖2 . (2.9)

Decide then the received block of bits is

ûi = g(yi) = sm̂i
∈ C.

An interpretation for this M -QAM decision rule systems (ML Rule) is related to
the detector output sm̂i

as the symbol which, in terms of Euclidean distance, corresponds
to the nearest neighbour to the channel output vector yi. If M , the constellation size, is
small, the computational complexity to evaluate Equation (2.9) can be small. On the other
hand, when M is very large (in the new generation of PLC transceivers constellation with
huge size, 215-QAM, [11] are used) the burden to directly compute (2.9) leads to a quite
high computational complexity. On the other hand, to design high-speed communication
systems, which makes use of high-order QAM constellations, commercially feasible, the
design of transceivers demanding as low as possible hardware resource utilization and
computation complexity is a challenging issue to be addressed.

Usually, the computational burden of implementing modulation and demodulation
techniques relies on the mapping (function f) and de-mapping/detection (function g)
procedures. The search for a low-cost hardware implementation of f and g is a important
issue to be considered. In this context, the following questions can arise:

1. How to implement a generic mapping/detection technique forM -QAM constellations,
to transmit messages with even and odd number of input bits, that satisfies a Gray
mapping rule?



31

2. How to implement this generic mapping/detection technique for M -QAM symbols
with low-computational complexity in a FPGA device to analyze its improvement in
terms of computational complexity reduction without affecting BER performance?

In this thesis, the use of the adjective generic is to emphasize that the proposed
techniques, which will be introduced in Chapter 3, are capable of dealing with square and
cross M -QAM constellations and can provide low-order QAM constellations from a higher
order one. Chapter 3 presents techniques that address both posed questions.
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3 THE PROPOSED TECHNIQUE FOR M-QAM

The techniques introduced in this chapter address the problem of designing adaptive
Mk-QAM techniques which switches the size Mk = 2k of the corresponding constellation
Ck by varying the value of k ∈ N in the range from 2 to K (i.e., 4 ≤ Mk ≤ 2K). These
techniques can be applied to even and odd number of input bits, satisfying the Gray
mapping rule, representing a symbol of any M -QAM constellation order with the same
procedure. Due to their characteristics, the proposed techniques can be easily applied
to multi carrier modulation scheme based on orthogonal frequency division multiplexing
(OFDM) scheme when bit loading or adaptive modulation techniques are employed [53].

In this regard, this thesis outlines two novel mapping and detection techniques
for high-order square and cross M -QAM constellations when hard decision rule is taken
into account. The techniques eliminate drawbacks related to the technique proposed in
[23,24], which are the need for several LUT’s and several SM’s. The novelties related to
this technique are flexibility to handle both square and cross M -QAM constellations and
simplicity to adapt to any constellation order based on a high-order one.

In order to present the proposed techniques, this chapter is organized as follows:
Section 3.1 introduces a new M -QAM technique, named Generic M -QAM (technique #1),
and it is FPGA implementation. In addiction, Section 3.2 introduces the use of HDR for
M -QAM and the so-called Enhanced HDR technique (technique #2).

3.1 Technique #1 - Generic M -QAM

This section introduces a new M -QAM technique, named Generic M -QAM (Tech-
nique #1) which, in addiction of being a simple technique to construct an adaptive Gray
mapping modulating function, it is amenable to easy hardware implementation.

This technique is designed to cover even and odd number of input bits k =
2, 3, . . . , K, satisfying the Gray mapping rule, and to represent a symbol of any M -QAM
order, just changing the value of k, from 2 to K, depending of the application and
the available hardware. The main innovations behind this technique are: i) low-cost
modulation/demodulation based on Gray mapping rule; ii) low-order square and cross
M -QAM constellations can be derived from a high-order square M -QAM; iii) cross to
rectangular and rectangular to cross translations to cover M -QAM symbols with odd
number of bits; iv) modulation and demodulation of cross and square M -QAM symbols;
and v) memory storage avoidance. Overall, this technique can modulate/demodulate any
Gray-coded M -QAM without the need of any storage memory for M -QAM constellation
points and the use of sophisticated detection approach to estimates of the transmitted
M -QAM symbols.
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The Gray mapping rule is always considered in any modulation/demodulation
technique [15,16,48]. In Tech #1 the approach that converts symbols in Gray codes is used
to generate the constellations indexes in the transmitter and to recover the demodulated
sequence in the receiver. By doing that, the implementation of the Tech #1 can represent
any M -QAM constellation order, by changing the parameter K, which is the maximum
number of bits used by the transmitter. This technique becomes very simple when the
modulation/demodulation of the in-phase and quadrature components are independently
performed [13, 19, 25], because one M -QAM symbol is represented by two

√
M -PAM

symbols by spliting the input bits sequence u into two bits sequence rR and rI , and, as a
consequence, low-order M -QAM (k = 2, 3, . . . , K − 1) constellation points can be derived
from high-order ones (K).

For square and rectangular M -QAM constellations it is straightforward to derive
lower-order constellations because the decimal representation of the input bits u shall
receive the same index, independently of the M -QAM order. For example, u = 0011,
which represents the decimal number 3, is splitted into rR = 01 and rI = 01 to receive
the index constellation point sm = (−1,−1) if 16-QAM constellation applies; u = 000011
that represents the decimal number 3 is splitted into rR = 001 and rI = 001 to receive
the index constellation point sm = (−1,−1) if 64-QAM constellation applies, and so on.
In the case of rectangular M -QAM constellations, the procedure is the same, but the
number of bits in the in-phase component (kR) is different from the number of bits of
the quadrature component (kI), that is kR = kI + 1, so, for example, u = 10011, that
represents the decimal number 19, is splitted into rR = 101 and rI = 01 to receive the
index constellation point sm = (−7,−1) if 32-QAM constellation applies.

On the other hand, for cross M -QAM constellations, deriving low-order M -QAM
constellation points from high-order ones is not a simple task to be accomplished because
a cross constellation have to be derived from a rectangular constellation with the same
order. Essentially, for any M -QAM constellation, in which k is odd, the rectangular to
cross translation assumes that the side edge constellation points are divided into two
subregions, in each quadrant in the M -QAM transmitter, and then translated to the top
and bottom corner of it. At the receiver, it is recovered the right constellation points by
doing the reverse operation, which is the cross to rectangular translation. As a result,
lower-order cross M -QAM constellations are derived from higher ones. Note that this is a
generalization of the approach discussed in [17, 20] for generating cross M -QAM symbols
by changing the position of the side edge points of a rectangular constellation to the top
and the bottom corners when M = 32 and M = 128. Following the previous example,
u = 10011 that represents the decimal number 19 is splitted to rR = 101 and rI = 01
to receive the rectangular index constellation point m = (−7,−1) and then generate the
cross index constellation point sm = (−1,−5), if 32-QAM constellation applies.



34

Figure 11 shows the flowchart of Tech #1. As it can be observed, the transmitter
starts by an input bit sequence u that goes to the Modulation block to map the square and
rectangular M -QAM and then it is analyzed how many bits k are going to be transmitted.
If k is odd (cross constellation is chosen) then the modulated sequence is passed to the
Position Switcher block, and then, for both cases (even and odd number of bits) the
M -QAM symbol is generated. The receiver side checks how many bits k are going to
be received, so that if k is odd (cross constellation was chosen), the M -QAM symbol
is passed to the Combined Saturator and Inverse Position switcher blocks, and then
the Demodulation block handles the detection of the actual output bit sequence û. All
mathematical details about Tech #1 and the proposed algorithms to implement it are as
follows.

Figure 11: Flowchart for Tech #1.

Many are the ways to map ui into points smi
∈ Ck. Often, in practice, data

communication systems are built around the modulation scheme based on the well known
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“Gray Mapping Modulating function,” for its improved probability of bit error performance.
The definition of a Gray Mapping, which holds in general, is presented next for the case
of a two-dimensional signal constellation with points lying in a rectangular grid. From
now on, the i-th block of bits ui and the i-th transmitted symbol smi

will be represented
simply by u and sm, suppressing the index i and letting implicit the time dependence.

Definition 1 (Gray Mapping Modulating Function). Consider that u ∈ Bk and Ck ⊂ R2

is a signal constellation of cardinality |Ck| = 2k. It is possible to say that the function f
which maps the binary vector u, at the modulator input, into a signal sm = f(u), is a
two-dimensional, Gray Mapping Modulating Function if for any distinct pair of signals
sm and sm′ = f(u′), which are nearest neighbours1, the corresponding block of bits,
(u, u′) ∈ Bk × Bk, differs in a single bit — i.e., their Hamming distance is dH(u,u′) = 1.

In other words, for a Gray Mapping Modulating function (Gray function, for
short) f , it holds that for (u,u′) with dH(u,u′) = 1, the Euclidean distance between the
corresponding signals (or symbols) sm and sm′ is dE(sm, sm′) = ‖sm − sm′‖ = dmin where
dmin is the minimum distance between any two points of the constellation.

For now, it is presented a theorem with the construction of a simple one-dimensional
Gray function, based on [48], namely γk which maps the binary block u into a (scalar)
symbol belonging to Lk−1.

Theorem 1 (A Gray mapping function). Consider the binary vector u = (uk−1, . . . , u1, u0)
and let u− = (uk−1, . . . , u1). Let β be the boolean function which maps the block u− to
the (k − 1)-bit binary vector ũ = β(u−), with components given by

ũk−2 = uk−1,

ũk−`−1 = uk−` ⊕ ũk−`; 2 ≤ ` ≤ k, (3.1)

in which, ⊕ is the addiction mod 2. Then, by considering m = ψ10(u) and αm = ψ10(ũ),
it has sm = (−1)u0(2αm + 1) ∈ Ck, then it gets the one-dimensional Gray function

γ(u) = sm (3.2)

which maps the binary block u to the signal sm ∈ Lk−1 (it is said that sm is labelled by
the binary block u).

It should be emphasized that the signal sm has assigned to it the label (block of
bits) u. The block ũ = (ũk−1, ũk−2, . . . , ũ0) corresponds to the magnitude of sm and u0 to
1 i.e., no signal sm′′ is closer to sm than sm′ .
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its sign bit. Also, notice that the inverse mapping, u− = β−1(ũ), is simply obtained by
making uk−1 = ũk−2, and, for 2 ≤ ` ≤ k, uk−` = ũk−` ⊕ ũk−`−1.

The proposed hardware implementation of a two-dimensional modulating function,
is based on two one-dimensional modulating Gray functions, namely γR and γI . Next
theorem introduces a two-dimensional Gray function obtained by coupling γR and γI .

Theorem 2 (Gray mapping function). Take any pair (γR, γI) of one-dimensional
Gray functions. Take any pair of binary blocks uR = (ukR−1, . . . , u1, u0) and uI =
(ukI−1, . . . , u3, u1) with k = kR+kI . The two-dimensional modulating function f = (γR, γI)
that maps a binary block u = (uk−1, . . . , u1, u0) to a signal s = (smR

, smI
) = f(u) =

(γR(uR), γI(uI)), is also a Gray mapping function.

The theorem inspires a hardware implementation for an adaptive two dimensional
modulating/demodulating scheme in which the Gray Mapping Rule applies and also applies
for arbitrary dimension modulating signals (other than two), as it will be explained later.

To build a rectangular, two-dimensional, Mk-QAM signal constellation simply take
f = (γR, γI) in which (γR, γI) are one-dimensional Gray mapping modulation functions2.

The diagram in Figure 12 illustrates several Mk-QAM modulation constellations
with cardinality Mk = 2k of interest in this thesis. Square constellations (black lines)
as well as the so-called cross constellations (blue lines) are illustrated in this figure, as
suggested in [54]. It has then, for any point s`, of a given M -QAM constellation, that
s` = (s`,R, s`,I) ∈ L2

k, in which Lk = {±1, ±3, . . . ± 2k − 1} Let us say that Ck, the Mk

- ary constellation under use (chosen by the adaptation rule), is a square constellation,
suitable for transmitting blocks u = [uk−1 . . . u1 u0] of size k = log2(Mk) bits.

Aiming to describe the proposed technique, it is necessary to introduce an easily
implementable function f that Gray maps u = (uk−1, . . . , u1, u0) ∈ Bk, a variable size
block (2 ≤ k ≤ K) into a signal sm belonging to Lk/2×k/2, a two-dimensional, rectangular,
variable size constellation.

Having implementation in mind and considering that the digital circuit has to cover
the highest M -QAM order, the transmitter hardware needs registers sufficiently large,
say rR =

[
rK/2−1,R . . . r1,R r0,R

]
and rI =

[
rK/2−1,I . . . r1,I r0,I

]
to store blocks of up to

K bits. To send k = 2, 3, . . . , K bits (even or odd) of the variable size block u (message
m = ψ10(u)), one choice is to load these registers, rR and rI , by setting rK/2−1,R = u0,
rK/2−1,I = u1,
2 For square constellations use γR = γI = γ k

2
.
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32-QAM

64-QAM

128-QAM

256-QAM

s
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Figure 12: M -QAM modulation with Mk belonging to the set {4, 16, 32, 64, 128, 256}.

r`−1,R = u2`, for 1 ≤ ` ≤ kR − 1, (3.3)

and

r`−1,I = u2`+1, for 1 ≤ ` ≤ kI − 1. (3.4)

All remaining positions, not specified in (3.3) and (3.4), are set to zero.

The specified loading rule is arbitrarily chosen, rules other than the one in (3.3)
and (3.4) fit as well. However, the next step is mandatory to achieve a Gray mapping
constellation. Based on Theorem 1 and Equation (3.1), both Gray vectors rR and rI
are converted to a binary sequence, then, by considering that m = ψ10(u) and, sm =
(−1)u0(2m+1) ∈ Ck, one have that two-dimensional function smi

= f(ui) = (smi,R
, smi,I

) ∈
Ck ⊂ R2 for square constellations. To proceed with cross constellations, it is mandatory to
change the position of m, so Algorithm 1 describes the modulation procedure for Tech #1.

It is seen that, in practice the transmission of blocks u ∈ Bk, when the values
of k is even uses a square constellation, with kR = kI = k/2. To apply Tech #1 to
cross constellations, or, considering odd values of k, a rectangular grid is used to get the
signal coordinates but, in order to balance the mean power of the in-phase and quadrature
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Algorithm 1: Generic Modulating Procedure
initialization:
Set the constellation size to k.

begin
• Step #1: Set sign bit
rK/2−1,R = u0;
rK/2−1,I = u1;
• Step #2: Amplitude Coding
for 1 ≤ ` ≤ k/2− 1 do

r`−1,R = u2`;
r`−1,I = u2`+1;

end
• Step #3: Gray to Binary Conversion
mR = ψ10(γR(rR));
mI = ψ10(γI(rI));
• Step #4: Done (m is the modulated signal).

end

components [23,24], a further step will re-map the input block u into a signal sm belonging
to a two-dimensional cross constellation (say C†k). The mapping so obtained is no longer
a Gray mapping and will have some neighbouring symbols labelled by binary blocks no
longer at a unitary Hamming distance [17,20], designated by pseudo-Gray mapping. In [18],
a pseudo-Gray mapping for cross QAM constellation is presented. The transformation
that will map points falling in a rectangular constellation Ck into points falling in a
cross-constellation C†k will be next described.

To understand the idea behind this transformation consider a 128-QAM constella-
tion. By inspecting the coordinates of the signal belonging to the rectangular constellation
it is possible to obtain the new coordinates, rearranging thus the points into a cross-
constellation. The diagram in Figure 13, from [18], illustrates which points are to be
moved and the final arrangement with points in the new positions. The general procedure
is described as follows: let us say that k is odd. In this case kI =

⌊
k
2

⌋
< kR =

⌈
k
2

⌉
and the

signal with coordinates (s′mR
, s′mI

), indexed by (mR,mI), falls in a rectangular constellation.
The following mathematical manipulation can map the coordinates (s′mR

, s′mI
) into the

new coordinates (smR
, smI

) ∈ C†k. Only those points lying in the two outer columns of the
square constellation are moved to their new positions on the cross-constellation.

The rectangular to cross transformation is described in Algorithm 2, with (smR
, smi

)
a point belonging to a cross-constellation. Notice that for even k, mR ≥ 2(kR−2) + 2(kI−2) =
2(kR−1) is always true.

The demodulation process, as initially suggested in [19], starts by considering that
the received signal is

y = s + v, (3.5)
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Figure 13: The translation from rectangular to cross constellation of a 128-QAM.

Algorithm 2: Rectangular to Cross QAM Translation Algorithm
begin

if mR ≥ 2(kR−2) + 2(kI−2) then
if mI ≥ 2(kI−2) then

αmR = mR − 2(kR−2);
αmI = 2kI −mI − 1;

else
αmR = 2(kR−1) −mR − 1;
αmI = mI + 2(kI−1);

end
else

(The point belong to the square nucleus of the cross)
αmR = mR;
αmI = mI ;

end
smR = (−1)u0(2αmR + 1);
smI = (−1)u1(2αmI + 1);

end

in which the index i was removed for the sake of simplicity. In this thesis, it is at the
output of the analog to digital converter (ADC), when the input is the received (analog)
vector y = (yR, yI), the digital signal with a binary representation is given by3

yR =
[
yK/2−1,R, . . . , y0,R, y−1,R, . . . , y−L/2,R

]
, (3.6)

3 Only if soft-decision is an option the registers positions [y−1,R, y−2,R, . . . , y−L,R] and
[y−1,R, y−2,R, . . . , y−L,R] are used.
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and

yI =
[
yK/2−1,I , . . . , y0,I , y−1,I , . . . , y−L/2,I

]
. (3.7)

This binary representation uses bits yK/2−1,R and yK/2−1,I to store the sign of the
signal orthogonal components, i.e., yK/2−1,R = 0 if decimal representation of yR is a positive
number and is equal to 1 otherwise. Similarly, for the orthogonal component, yK/2−1,I = 0
if decimal representation of yI is a positive number. The bits y`,R, for 0 ≤ ` ≤ k/2 − 1
store the integer part of yR while the bits for −L/2 ≤ ` ≤ −1 store its decimal part.
Whenever allowed it will not be explicitly mention that the same procedure would apply
to the orthogonal component y`,I .

Let us consider that proper automatic gain control (AGC) and ADC conversion
have taken place. To better understand the meaning of “proper” it is worth mentioning,
when u has being sent and v = 0, that y = s ∈ CK , m̂R = mR and m̂I = mI and
the estimated bits would be, of course, û = u. When noise is present then the nearest
neighbour rule (2.9) should be applied. A receiver can operate in what is called a hard-
decision rule or, a soft-decision rule—but, in this thesis, the description will be restricted
to the hard-decision rule, because the purpose is to come up with a simple and low cost
M -QAM technique. Algorithm 3 performs the Combined Saturator, a detection algorithm
for square and cross constellations, to ensure that only valid constellation points will be
demodulated.

Let us consider now that a 2k points constellation is under use and one of the bits
y`,R, k/2 ≤ ` ≤ K/2− 2 of the received value is equal to 1 (an overflow condition has been
observed). In this case, the mapping of the received vector y to its nearest neighbour
sm̂i

can be achieved by an overflow correction, which will set to one all the register cells
y`,R for 0 ≤ ` ≤ k/2 − 1 while keeping y`,R = 0 for k/2 ≤ ` ≤ K/2 − 1. If an overflow
condition has not been observed, the value stored in register yR is an integer which is
either odd (y0,R = 1) or even (y0,R = 0). If the integer is even, i.e., y0,R = 0, the nearest
neighbor vector is simply the received signal corresponding to the received signal binary
representation that can be obtained by simply flipping the value of the bit in cell y0,R, i.e.
setting y0,R = 1. If the integer is odd, i.e., y0,R = 1, then the obtained bits corresponds to
the received signal binary representation.

Let us also consider that the channel output (demodulator input), vector y ∈ R2,
is subject to proper AGC and, after the ADC, it gets y

R
and y

I
. The receiver starts by

examining the received signal amplitude to check if the point belongs to a valid cross
constellation point. And, next, the saturation condition is applied independently for the
in-phase and quadrature components, being represented by the equation bxc = max(m ∈
Z|m ≤ x), which is the floor function that map a number to the largest previous integer.
Algorithm 3 performs this task.
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Algorithm 3: Combined Saturator Algorithm
initialization:
Set:
α̂′mR

= |yR |;
α̂′mI

= |yI |;
begin

if α̂′mR
≥ 2(kR−1) + 2(kI−1) and α̂′mR

≥ α̂′mI
then

α̂mR =
⌊
2(kR−2) + 2(kI−2) − 1

⌋
;

else if α̂′mR
≥ 2kI and α̂′mI

≥ 2kI and α̂′mR
< α̂′mI

then
α̂mR =

⌊
2(kI−1) − 1

⌋
;

else
α̂mR =

⌊
α̂′mR

/2
⌋
;

end
if α̂′mR

≥ 2(kR−1) + 2(kI−1) and α̂′mR
< α̂′mI

then
α̂mI =

⌊
2(kR−2) + 2(kI−2) − 1

⌋
;

else if α̂′mR
≥ 2kI and α̂′mI

≥ 2kI and α̂′mR
≥ α̂′mI

then
α̂mI =

⌊
2(kI−1) − 1

⌋
;

else
α̂mI =

⌊
α̂′mI

/2
⌋
;

end
end

So the next step is to translate the points belonging to the top side to the rectangular
grids (periphery regions). The proposed algorithm to perform this task is Algorithm 4.
Notice that it performs the reverse task performed by Algorithm 2.

Algorithm 4: Cross to Rectangular Translation Algorithm
begin

if α̂mI ≥ 2(kI−1) then
if α̂mR ≥ 2(kR−3) then

m̂R = α̂mR + 2(kR−2);
m̂I = 2(kR−1) − α̂mR − 1;

else
m̂R = 2kI − α̂mI − 1;
m̂I = α̂mI − 2(kI−1);

end
else

(The point belong to the square nucleus)
m̂R = α̂mR ;
m̂I = α̂mI ;

end
end

As a result, the demodulating procedure is implemented by an algorithm which
finds û, an estimate of the k bits of the variable size transmitted block u (not always
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it gets û = u), using the Decision Rule as explicited in (2.9). In order to reduce the
computational complexity, the in-phase and quadrature components are demodulated
independently [25].

The specified loading rule in (3.3) and (3.4) has to be recovered to get the block of
estimated bits (û). Also the digital circuit has to attend the highest M -QAM order, the
receiver hardware needs registers sufficiently large, say ûR =

[
ûK/2−1,R . . . û1,R û0,R

]
and

ûI =
[
ûK/2−1,I . . . û1,I û0,I

]
to store blocks of up to K bits. To receive k (even or odd)

bits of the variable size block u (message m = ψ10(u)), set û0 = yK/2−1,R, û1 = yK/2−1,I ,

û2` = ûR,`, for 0 ≤ ` ≤ kR − 1, (3.8)

and

û2`+1 = ûI,`, for 0 ≤ ` ≤ kI − 1. (3.9)

The next step is to recover the Gray mapping constellation. The reverse operation
of Theorem 1 and equation (3.1) should be applied, both vectors ûR and ûI are converted
to a Gray sequence. This demodulating procedure, which is based on hard-decision rule,
is presented in Algorithm 5, performing the reverse task performed by Algorithm 1.

Algorithm 5: Demodulating Procedure: Hard Decision Rule Algorithm
initialization:
Set the constellation size to k.

begin
• Step #1: Set sign bit
ûR,0 = yk/2−1,R;
ûI,0 = yk/2−1,I ;
• Step #2: Binary to Gray Conversion
r̂R = ψ−1

10 (m̂R)⇒ ûR =
(
γ−1
R (r̂R), ûR,0

)
;

r̂I = ψ−1
10 (m̂I)⇒ ûI =

(
γ−1
I (r̂I), ûI,0

)
;

• Step #3: Amplitude Decoding
for 0 ≤ ` ≤ k/2− 1 do

ûi,2` = ûR,`;
ûi,2`+1 = ûI,`;

end
• Step #4: Done (û is the block of estimated bits).

end

3.1.1 Implementation in a FPGA Device

This section describes the digital circuit associated with implementation of Tech
#1 in a FPGA device. The implementation was carried out with Altera Quartus II tool
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[55] which corresponds to a computer aided design (CAD) software for the synthesis and
analysis of digital circuitry in programmable logic devices. This software, which makes
use of the programming language Verilog or very high speed integrated circuits hardware
description language (VHDL) (or even a block diagram), generates a synthesizable digital
circuit that may be uploaded to a FPGA chipset defining component location in an optimal
way [55].

The digital circuit implemented in FPGA device that synthesizes the Tech #1 is
shown in Figure 14. This has been generated through the Register Transfer Level (RTL)
Viewer, a tool from Quartus II [55] that allows to visualize block diagrams and digital
circuits.

Figure 14: Block diagram of the designed digital circuit for Tech #1.

The basic components of the implemented circuit described in Section 3.1 are as
follows:

• Modulation (mod): it handles the constellation mapping by direct implementation,
as described in Algorithm 1.

• Position Switcher (pos_swit): The Position Switcher is responsible for activating
the translation of the rectangular constellation to an cross constellation, as described
in Algorithm 2.

• Combined Saturator (comb_saturator): The Combined Saturator guarantees that
no constellation point falls outside the M -QAM demodulation range, as described
in Algorithm 3.

• Inverse Position Switcher (inv_pos_swit): The Inverse Position Switcher is responsi-
ble for translating the cross constellation to a rectangular constellation, as described
in Algorithm 4.

• Demodulation (demod): The Demodulation block handles the constellation de-
mapping, as described in Algorithm 5.

Each block originates a digital circuit design. The modulation and demodulation
components can be easily generalized and are going to be presented in Subsection 3.1.2
and Subsection 3.1.6. The other three blocks, Position Switcher, Combined Saturator and
Inverse Position Switcher, can be generalized, but not in a simple way as the modulation
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and demodulation blocks, because it involves more complex operations. They are going to
be presented in Subsections 3.1.3, 3.1.4 and 3.1.5.

3.1.2 Digital Circuit for Modulation

The modulation digital circuit is presented in Figure 15 for K = 4 bits and in
Figure 16 for K = 6 bits. Each logical element group is represented by K units, therefore
the number of logical elements increases as K increases. Part (a) covers algorithm inputs,
which are clk (digital circuit clock), reset (synchronous digital circuit reset), ena_in
(signaling that defines whether the input data is valid or not), index_in (represents k)
and in (bit sequence to be modulated). The purpose of part (a) is to remove and store
the sign bit and also to store the input bits. The flip flop is necessary in digital circuits to
turn the bit sequence to a stable state, so that can be used to store the information state
to the next operation.

Figure 15: Digital circuit for Modulation when K = 4 bits.

Part (b) performs logics that convert the Gray sequence to a binary sequence, and
to store this result into the flip flop chain. As it can be observed on the digital circuit
of the FPGA modulation implementation in part (b), if the maximum number of bits K,
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which can be transmitted, switches from 4 to 6, the number of logical multiplexer (MUX)
units and adders is increased by 2, and keeps increasing as K increases by 2 (only odd
numbers are allowed for K, but even number of bits can be transmitted, because k ≤ K).

Figure 16: Digital circuit for Modulation when K = 6 bits.

Finally, part (c) is responsible for presenting the digital circuit outputs, which are:
ena_out (signaling that defines whether the output data is valid or not), index_out
(represents k, the order of theM -QAM), out_real (in-phase component of the modulated
signal) and out_imag (quadrature component of the modulated signal). Also, part (c)
adds back the positive and/or negative sign at the output and stores the information state
to the next block.

3.1.3 Digital Circuit for Position Switcher

The Position Switcher digital circuit is presented in Figure 17 for K = 4 bits. Each
logical element group is represented by K units, in this case the cloud representation was
used to represent a high number of logical components deployed. Therefore the number of
logical elements increases as K increases. Part (a) shows the digital circuit inputs, which
are clk, reset, ena_in, index_in (represents k) and in_real (in-phase component of
the modulated signal) and in_imag (quadrature component of the modulated signal).
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Also, part (a) removes the sign bit, makes the first exponential operation in base 2 to start
the translation operation and to store the information state.

Part (b) processes the logic to convert a rectangular constellation (for odd k values)
to a cross constellations by translation of the corner points, and also store the information
state. If the maximum number of bits K that can be transmitted increases, the number of
logical MUX units and adders also increases.

Figure 17: Digital circuit for Position Switcher when K = 6 bits.

Finally, part (c) shows the digital circuit outputs, which are: ena_out, in-
dex_out, out_real (in-phase component of the modulated signal) and out_imag
(quadrature component of the modulated signal). Also, part (c) adds back the positive
and/or negative sign at the output and executes the last flip flop chain, to store the
information state.

3.1.4 Digital Circuit for Combined Saturator

The Combined Saturator digital circuit is presented in Figure 18 for K = 4 bits.
Each logical element group is represented by K units and the same cloud notation is
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employed. Therefore the number of logical elements increases as K increases. Part (a)
shows the digital circuit inputs, which are clk, reset, ena_in, index_in and in_real
(in-phase component of the modulated signal) and in_imag (quadrature component of
the modulated signal). Also, part (a) removes the sign bit, makes the first exponential
operation in base 2 to start the Combined Saturator operation and performs to store the
information state.

Part (b) processes the logic that changes the received signal position to a valid
cross/square M -QAM constellation depending on the value of the transmitted k. It first
analyses the edge (for odd k values) and then the corners, and also stores the information
state twice for two different operations. If the maximum number of bits K that can be
transmitted increases, the number of logical adders units and adders is increases.

Figure 18: Digital circuit for Combined Saturator when K = 6 bits.

Finally, part (c) shows the digital circuit outputs, which are: ena_out, in-
dex_out, out_real (in-phase component of the modulated signal) and out_imag
(quadrature component of the modulated signal). Also, part (c) adds back the positive
and/or negative sign at the output and store the information state at the end of the
operation.
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3.1.5 Digital Circuit for Inverse Position Switcher

The Inverse Position Switcher digital circuit is presented in Figure 19 for K = 4
bits. Each logical element group is represented by K units using the same cloud notation
as previously. Therefore the number of logical elements increases as K increases. Part (a)
shows the digital circuit inputs, which are clk, reset, ena_in, index_in and in_real
(in-phase component of the modulated signal) and in_imag (quadrature component of
the modulated signal). Also, part (a) removes the sign bit, makes the first exponential
operation in base 2 to start the translation operation and to store the information state.

Part (b) processes the logic that converts an cross constellation (for odd k values)
to a rectangular constellations by translation of the corner points, and also store the
information state. If the maximum number of bits K that can be transmitted switches,
the number of logical MUX units and adders are increased, the difference depends on the
value of K.

Figure 19: Digital circuit for Inverse Position Switcher when K = 6 bits.

Finally, part (c) shows the digital circuit outputs, which are: ena_out, in-
dex_out, out_real (in-phase component of the modulated signal) and out_imag
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(quadrature component of the modulated signal). Also, part (c) adds back the posi-
tive and/or negative sign at the output and store the information state of the resulting
operation.

3.1.6 Digital Circuit for Demodulation

The demodulation digital circuit is presented in Figure 20 for K = 4 bits and in
Figure 21 for K = 6 bits. Each logical element group is represented by K units. Therefore
the number of logical elements increases as K increases. Part (a) shows the digital circuit
inputs, which are clk, reset, ena_in and in_real (in-phase component of the modulated
signal) and in_imag (quadrature component of the modulated signal). Also, part (a)
removes the sign bit and to store the information state.

Figure 20: Digital circuit for Demodulation when K = 4 bits.

Part (b) processes the logic that converts the binary sequence to a Gray sequence,
doing the binary to Gray transformation, and also store the information state. As it can be
observed in part (b), if the maximum number of bits K that can be transmitted switches
from 4 to 6, the number of logical MUX units and adders are increased by 2, and keeps
increasing as K increases by 2, as well.

Finally, part (c) shows the digital circuit outputs, which are: ena_out, out
(resulting modulated bit sequence). Also, part (c) adds back the positive and/or negative
sign at the output and store the information state that is the result of the demodulation
block.
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Figure 21: Digital circuit for Demodulation when K = 6 bits.

For comparison purpose, the Position Switcher, Combined Saturator and Inverse
Position Switcher blocks use more logical elements than the Modulation and Demodulation
blocks, as it can be observed in Table 1 for K = 6 bits and in Table 2 for K = 16. In
these tables, LC Combinationals represents the simple Logical Element that can be a
MUX or adders, and LC Registers represents one LC Combinational together with a
register block. In this case, the three blocks are occupying 83.38% of the designed digital
circuit for K = 6 bits and 83.96% of the designed digital circuit for K = 16 bits. If only
square modulation is considered, the Position Switcher would not be necessary, as well
as the Inverse Position Switcher, and, also, the Combined Saturator could be simplified
to a simple saturator by analysing the in-phase and quadrature components individually,
reducing the computational complexity significantly. The digital circuit can be analysed
in Verilog codification and is shown in Annex B.

3.2 Technique #2 - Enhanced HDR for M -QAM

This section introduces an improved version of the heuristic decision region (HDR)
technique - enhanced HDR technique, which was proposed in [23, 24] to modulate and
demodulate/detect square and cross M -QAM symbols. The HDR technique makes use of
the Gray mapping modulating function f to generate square M -QAM symbols by using a
LUT which stores the pairs of values (sm,R, sm,I), which correspond to all possible values



51

Table 1: Logic elements allocation considering K = 6 bits.

Digital Circuit Logic Elements Memory Bits
Modulation 30 0

Position Switcher 85 0
Combined Saturator 137 0

Inverse Position Switcher 64 0
Demodulation 27 0

Total 343 0

Table 2: Logic elements allocation considering K = 16 bits.

Digital Circuit Logic Elements Memory Bits
Modulation 84 0

Position Switcher 272 0
Combined Saturator 364 0

Inverse Position Switcher 207 0
Demodulation 77 0

Total 1004 0

that ui can assume. The way that HDR technique works for square constellation can be
easily understood by using the following example: Let the one-dimensional Gray mapping
modulating function γ specified in Table 3. Notice that γ is a function that maps a block
u[1] ∈ B3 into points sm,R belonging to the signal constellation C1 = {si : i ∈ Z7}4 in
which, if |j − i| = 1, si and sj, are neighbours. In this case m = ψ10(u) and, from (2.9),
sm,R = γ(u). Let us say that the binary input block u = 111 has to be transmitted.
The value m = ψ10(111) = 7 could represent the memory address, so the value s7 = 3
would be retrieved and provisions would be taken to transmit the corresponding pulse. Of
course the values in Table 3 has to be stored, then a LUT applies. The demodulation g
is performed by using a HDR rule, for that case, it is needed one HDR rule (or a SM),
for each M -QAM constellation. Figure 22 presents the state machine that describes the
16-QAM detection based on HDR rule. As it can be observed, the detection is simplified
to a binary tree, with a few comparisons between multiple decision regions in a SM. The
SM stays on the idle state until it receives valid data input. Considering that X represents
sm,R and/or sm,I , the data input is compared to the decision region borders, which are are
−2,0 and 2 for 16-QAM. In this case 7 possible states are enough, but considering that
the number of possible states is nk = 2(k/2+1) − 1, for high-order M -QAM constellations
this number increases significantly, for example, for k = 16, there are 511 possible states.
Note that for k = 2, ..., 15 each constellation has a dedicate state machine associated, so
the number of logic operations increases exponentially while increasing M .

The Enhanced HDR technique for M -QAM constellations, named Tech #2 in this
thesis, applies Gray mapping modulating function f by using a single LUT that stores
4 It will be used the notation Z2K to represent the set of integers k such that 0 ≤ k ≤ K − 1.
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Table 3: Gray mapping: m = ψ10(m), sm = γ(u).

u 000 001 011 010 110 111 101 100
m 0 1 3 2 5 7 5 4
sm -7 -5 -3 -1 1 3 5 7

Figure 22: State machine for 16-QAM detection.

all pairs of values (sm,R, sm,I) and because of that make uses of a single HDR rule, which
is implemented by a state machine, for de-mapping/detection. Tech #2 which is an
improved version of HDR technique [23, 24], covers even and odd number of input bits
k = 2, 3, . . . , K, satisfying the Gray mapping rule to represent M -QAM symbols of any
order, just changing the value of k, from 2 to 16. The main innovations of this technique
are: i) obtaining low-orderM -QAM constellation points from higher ones, that reduces the
need for hardware resource utilization and computational complexity; ii) introduction of
cross to rectangular and rectangular to cross translations procedures, which was proposed
in Tech #1, to reduce computational complexity; iii) capacity to handle cross and square
M -QAM symbols, similar to Tech #1; and iv) the use of only one LUT and only one SM
to perform the modulation and demodulation for all M -QAM constellations, M = 2K , in
which K is the largest number of bits that can be transmitted, such that k = 2, 3, . . . , K.
Overall, Tech #2 converts Gray coded symbols to generate the constellations indexes in
the transmitter that are stored in a LUT for the highest M -QAM constellation order (K),
and to recover the constellation point by using only one SM in the receiver. It means that,
low-order M -QAM constellation points can be obtained from high-order ones.

For square and rectangular M -QAM constellations, the derivation of lower-order
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constellations from higher ones is a simple task to be accomplished because the decimal
representation of the input bits u shall receive the same index, independently of the M -
QAM constellation order as previously presented for Tech #1. So the same example applies,
the bit sequence u = 0011 represents the decimal number 3, and, as a consequence, receives
the index constellation point sm = (−1,−1) if 16-QAM applies; therefore, u = 000011
represents the decimal number 3 and receives the index constellation point sm = (−1,−1)
if 64-QAM applies, and so on. As a result, all points of square or rectangular M -QAM
constellation with order lower than M = 2K can be obtained from square or rectangular
2K-QAM constellations. Different from Tech #1 there is no intermediate variable, it is a
direct consult to the LUT, and the same procedure is executed to rectangular M -QAM.

The proposed Tech #2 makes use of rectangular to cross and cross to rectangular
translations to cover cross M -QAM constellations as presented in Tech #1. Then, Tech
#2 can also represent any Gray coded M -QAM symbols (odd or even k).

Figure 23 shows the flowchart of the Enhanced HDR technique. As it can be
observed, the Position Switcher, Combined Saturator and Inverse Position Switcher are
only necessary when k is odd (cross constellation). The difference between Tech #1 and
Tech #2 relies in the adopted modulation and demodulation procedures. Tech #2 makes
use of a pre fixed LUT to store each point of the highest M -QAM constellation (storage
demand exponentially increases as K increases). This procedure has been employed to
attend international standards [1, 3, 4], to do so one rule should be defined to fulfil the
LUT, but it is highly recommended to attend the Gray mapping constellation rule and to
attend different M -QAM order with the same M -QAM constellation in order to reduce
it is computational complexity. Therefore, the demodulation process is based on HDR,
simplifying the demodulation process in finding the right decision rule that contains the
constellation point to be demodulated into only one SM. The procedure starts by dividing
the decision region in two sub-regions, then the subregion that contains the constellations
point is chosen, then if there is a unique constellation point, the output bit sequence û is
obtained, but if there are more than one possible constellation point, the subregion is once
again divided into two new subregion, until there is a unique constellation point. This
procedure has to be done for both in-phase and quadrature components, independently.

The idea behind of Tech #2 is to use the same ui index to anyM -QAM constellation
order. Notice that these procedures can only be applied to square M -QAM constellation,
so that different cross M -QAM constellations, will still require different LUT and SM. To
handle this, rectangular constellations can be considered and then rectangular to cross
translation (usage of Algorithm 2) are applied on the transmitter (TX) as introduced in
Tech #1, see Section 3.2. The reverse process guarantees that the demodulation will get
the right index points, as described for the Combined Saturator (Algorithm 3), and for the
cross to rectangular translation (Algorithm 4). Section 3.2.1 describes the implementation
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Figure 23: Flowchart for Tech #2.

in a FPGA device.

3.2.1 Implementation in a FPGA Device

This section describes the digital circuit associated with implementation of Tech
#2 in a FPGA device. The digital circuit implemented in FPGA device that synthesizes
the Tech #2, is shown in Figure 24. This has been generated through the Register Transfer
Level (RTL) Viewer, a tool from Quartus II [55] that allows to visualize block diagrams
and digital circuits.

Figure 24: Block diagram of the designed digital circuit for Tech #2.

The basic components of the implemented circuit described in Section 3.2 are as
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follows:

• Modulation (modulacao): it handles the constellation mapping by using a single
LUT, as described in Section 3.2.

• Position Switcher (pos_swit): responsible for activating the translation of rectangular
constellation to cross constellation, as described in Algorithm 2 and Section 3.1.1.

• Combined Saturator (comb_saturator): guarantees that any constellation point falls
outside the M -QAM demodulation range, as described in Algorithm 3 and Section
3.1.1.

• Inverse Position Switcher (inv_pos_swit): responsible for translating the cross
constellation to rectangular constellation, as described in Algorithm 4 and Section
3.1.1.

• Demodulation (demodulacao): The Demodulation block handles the constellation
de-mapping using a single SM, as described in Section 3.2.

Each block originates a digital circuit design and has its own characteristics. The
modulation and demodulation components are going to be present in Subsection 3.2.2
and Subsection 3.2.3. The other three blocks, Position Switcher, Combined Saturator and
Inverse Position Switcher were previously presented in Subsections 3.1.3, 3.1.4 and 3.1.5,
respectively.

3.2.2 Digital Circuit for Modulation

The modulation digital circuit is presented in Figure 25 for K = 4 bits and Figure
26 for K = 6 bits. The algorithm inputs are clk (digital circuit clock), reset (synchronous
digital circuit reset), ena_in (signaling that defines whether the input data is valid or not),
index_in (represents k) and in (bit sequence to be modulated). As it can be observed
in the digital circuit of the modulation implemented in a FPGA device, if the maximum
number of bits K, which can be transmitted, switches from 4 to 6, the modulation
table (green border) switches from two logic table using MUX to two random access
memory (RAM). This is due to the fact that the size of the LUT increases considerably,
and for K ≥ 6 the Quartus toll optimizes to the memory usage. Flip flops at the output
are used to synchronize the data output with control signals. Finally, the digital circuit
outputs are: ena_out (signaling that defines whether the output data is valid or not),
index_out (represents k, the order of the M -QAM), out_real (in-phase component of
the modulated signal) and out_imag (quadrature component of the modulated signal).
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Figure 25: Digital circuit for Modulation of Tech #2 when K = 4 bits.

Figure 26: Digital circuit for Modulation of Tech #2 when K = 6 bits.

3.2.3 Digital Circuit for Demodulation

The demodulation digital circuit is presented in Figure 27 for K = 4 bits and Figure
28 for K = 6 bits. The algorithm inputs are clk, reset, ena_in, index_in and in_real
(in-phase component of the modulated signal) and in_imag (quadrature component of
the modulated signal).

As it can be observed on the digital circuit of the FPGA demodulation imple-
mentation, if the maximum number of bits K, which can be transmitted, switches from
4 to 6, the demodulation table (green border) as well as the number of possible states
(yellow blocks) increases enormously, due to the size of the state machine. The number of
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Figure 27: Digital circuit for Demodulation of Tech #2 when K = 4 bits.

possible states n in the SM is calculated by the number of K bits that can be transmitted,
n = 2(K/2+1) − 1, so for K = 4 bits (Figure 27), there are 7 possible states, and for K = 6
bits (Figure 28), there are 15 possible states. The other flip flops are used to synchronize
the data output with the control signals. Finally, the digital circuit outputs are: ena_out
and out (resulting modulated bit sequence).

Figure 28: Digital circuit for Demodulation of Tech #2 when K = 6 bits.
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4 NUMERICAL RESULTS

This section addresses performance, in terms of BER, and computational complexity
analyzes, in terms of hardware resource utilization in a FPGA device (maximum operating
frequency, energy consumption, delay, latency, memory usage and logic elements usage),
for the technique in [23,24], and for the proposed ones (Tech #1 and Tech #2). For the
sake of simplicity, the technique introduced in [23,24] will be named Tech #3.

To carry out simulations to verify the performance of the three techniques, the
parameter Eb/N0 is the ratio between the average energy of the transmitted bits (Eb) and
the power spectral density of the background noise, vbkgr, for AWGN or AIGN channel
models (N0); Eb = 0 dB, N0=σ2

bkgr and N1=GN0 (G=10), where N1 denotes the variance
of the impulsive noise and Eb/N0 values range from 0 dB to the point where BER reaches
the value of 10−5. The impulsive noise assumes to be zero-mean Gaussian random process.
For each point in the plane BER × Eb/N0, it is established a value of at least 150 errors
to stop the simulation and also a minimum of 106 transmitted symbols.

The computational complexity analyses are based on the Stratix III, a family of
devices with FPGA technology developed by Altera Corporation. The Stratix III offers
devices with densities up to 337,500 logic elements, memory blocks that can be configured
as read only memory (ROM), RAM, first in, first out (FIFO) buffers, maximum of 1.120
inputs/outputs and 12 PLL inmates with up to 5 outputs. It also include high-speed
external interface for double data rating (DDR), synchronous dynamic random access
memory (SDRAM) and quad data rate (QDRII) static random access memory (SRAM)
access at frequencies up to 200 MHz [56]. The FPGA chipset EP3SL150F1152C2 was used
in this implementation. The main characteristics of this device are shown in Table 4.

Table 4: Resources of the chipset Stratix III

Resources EP3SL150F1152C2
Logic elements (LE) 142,500
Memory (Kbits) 5,499
DSP Block 18x18 384

PLL 8
MAX IO 744

This chapter is organized as follows: Section 4.1 and 4.2 present analyses related
to square and cross M -QAM constellations, respectively, which includes the BER analysis,
maximum operating frequency, energy consumption, delay, latency, memory usage and
logic elements usage. Section 4.3 addresses analyses related to the combination of square
and cross M -QAM constellations into the same implementation.
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4.1 Square QAM Constellations

In this section, the numerical results of the square M -QAM are presented, con-
sidering K = 2, 4, . . . , 16, that is, M = 4, 16, . . . , 65536. In this case, the functionalities
covered by Algorithms 2, 3 and 4 are suppressed for Tech #1 and Tech #2, because the
Position Switcher and the Inverse Position Switcher are only necessary for cross M -QAM
and the Combined Saturator can be substituted to a bit relocation as shown in Chapter 3,
see Equations (3.6) and (3.7).

4.1.1 BER Analysis

BER performance comparisons among Tech #1, Tech #2 and Tech #3 are shown
in Figures 29-36 for AWGN and in Figures 37-44 for AIGN. The results shown that the
performance loss introduced by the proposed techniques are, on average, less than 1 dB
when theoretical results are used for comparison. For AIGN, Tech #1, Tech #2 and Tech
#3 shows almost the same performance.
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Figure 29: BER × Eb/N0 for 4-QAM corrupted by AWGN.
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Figure 30: BER × Eb/N0 for 16-QAM corrupted by AWGN.
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Figure 31: BER × Eb/N0 for 64-QAM corrupted by AWGN.



61

0 5 10 15 20
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
 (dB)

B
E

R

 

 
Tech #1
Tech #2
Tech #3
Theoretical

Figure 32: BER × Eb/N0 for 256-QAM corrupted by AWGN.
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Figure 33: BER × Eb/N0 for 1024-QAM corrupted by AWGN.
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Figure 34: BER × Eb/N0 for 4096-QAM corrupted by AWGN.
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Figure 35: BER × Eb/N0 for 16384-QAM corrupted by AWGN.
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Figure 36: BER × Eb/N0 for 65536-QAM corrupted by AWGN.
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Figure 37: BER × Eb/N0 for 4-QAM corrupted by AIGN.
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Figure 38: BER × Eb/N0 for 16-QAM corrupted by AIGN.
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Figure 39: BER × Eb/N0 for 64-QAM corrupted by AIGN.
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Figure 40: BER × Eb/N0 for 256-QAM corrupted by AIGN.
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Figure 41: BER × Eb/N0 for 1024-QAM corrupted by AIGN.
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Figure 42: BER × Eb/N0 for 4096-QAM corrupted by AIGN.
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Figure 43: BER × Eb/N0 for 16384-QAM corrupted by AIGN.
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Figure 44: BER × Eb/N0 for 65536-QAM corrupted by AIGN.

A small gain in favour of Tech #3 is noticed when M ≥ 256 for AWGN, and
M ≥ 16384 for AIGN. Overall, performances differences among Tech #1, Tech #2
and Tech #3 totally disappear when Eb/N0 << 1 or Eb/N0 >> 1. The reason for the
performance differences in intermediate values of Eb/N0 is the fact that Tech #1 and Tech
#2 makes use of finite precision. Usually the word length of them is K + 1.

4.1.2 Hardware Resource Utilization Analysis

All techniques (#1, #2 and#3) were implemented in Verilog by using fixed point
logic. Information data generated by the compilation performed by Quartus II 13.0 SP1
report called Fitter Summary [55] over Verilog codes, show that the implementation of the
proposed M -QAM algorithm, for K = 16 bits, in the chosen Stratix III chipset, as shown
in Figure 45, require few resources of logic element (less than 1% of the total available),
any memory bit and any multiplier as well.

A comparison in terms of LE and memory, for K = 16 bits is shown in Table 5.
As it can be observed, the Generic M -QAM technique - Tech #1, requires much less logic
elements than the others and any memory resources. Also, it is clear that Tech #2 shows
lower hardware resource utilization than Tech #3 due to the usage of only one LUT and
only one SM for K = 16 bits. In the transmitter, Tech #3 has more LE’s than Tech #2
because its implementation requires an approach to switch to the right M -QAM table.
The same occurs in the receiver to choose the right SM.

The obtained results are shown graphically in Figure 46 for memory utilization
comparison, in Figure 47 for LE utilization comparison and in Figure 48 for memory and



68

Figure 45: Hardware resource utilization of Tech #1 for square QAM in a FPGA device.

Table 5: Resources comparison between implementations for square QAM constellation

Modulator
Type Tech #1 Tech #2 Tech #3
LE’s 77 8 61

Memory (Bits) 0 1179648 1572840
Demodulator

Type Tech #1 Tech #2 Tech #3
LE’s 74 2994 6454

Memory (Bits) 0 0 0
Total

Type Tech #1 Tech #2 Tech #3
LE 151 3002 6515

Memory 0 1179648 1572840

LE utilization comparison. The graphical analyses are made with K varying from 2 to 16,
considering

βα = Cα
Cref

, (4.1)

the resource utilization ratio, in which Cα is the hardware resource utilization for the Tech
#1 or Tech #2 and Cref refers to the hardware resource utilization associated to the Tech
#3. Note that α ∈ {MEM,LE}, in which MEM and LE refer to the number of used bits
in the memory and the number of logic elements demanded by each technique, respectively.
In Figure 48, Cα and Cref were normalized by the number of available hardware resource
components in the chosen FPGA device, chipset Stratix EP3SL150F1152C2, that is

Cα = 1
2

CMEM

CtotalMEM

+ 1
2

CLE
CtotalLE

, (4.2)
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and

Cref = 1
2
CrefMEM

CtotalMEM

+ 1
2
CrefLE

CtotalLE

, (4.3)

in which CtotalMEM
is the total number of available memory bits in the FPGA device and

CtotalLE
is the total of available logic elements in the FPGA device, so

βα = Cα

Cref

, (4.4)

denotes a kind of parameter that we may use to comparatively quantify the use of hardware
resource between two techniques, where the same weight is given to both kinds of hardware
resource. This weight could be defined by the impact of each resource in the final chipset
cost, and/or, in the total thermal power dissipation, depending of the final application.

In Figure 46, as it might be observed, Tech #1 does not requires any memory
resources, while Tech #2 presents lower memory resource utilization than Tech #3. Due to
the usage of the largest LUT table, that is K = 16 bits which stores 65536 possible square
constellations points, Tech #2 memory requirement converges to 0.75 in relationship of
Tech #3. In Figure 47, for K ≥ 4 bits, Tech #1 uses less logic elements than the other
techniques, while Tech #2 presents lower LE resource utilization than Tech #3. The
combined resource utilization, in Figure 48 shown that for K ≥ 4 bits, Tech #1 uses
less hardware resource than the other techniques, while Tech #2 presents lower hardware
resource utilization than Tech #3. It is important to emphasize that for K ≥ 10, βα
increases for Tech #2, but will never be greater than βMEM convergence, that is 0.75.
Moreover, Tech #2 and Tech #3 demand the same resource utilization only for K = 2.
finally, but not the least, for K ≥ 4 , both Tech #1 and Tech #2 presented lower hardware
resource utilization than Tech #3.
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Figure 46: The memory utilization comparison for square QAM in FPGA device when
the constellation cardinality changes.
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Figure 47: The LE utilization comparison for square QAM in FPGA device when the
constellation cardinality changes.



71

2 4 6 8 10 12 14 16
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

k (bits)

 

 

Tech #1
Tech #2

β
α

Figure 48: The LE and memory utilization comparison for square QAM in FPGA device
when the constellation cardinality changes.
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4.1.2.1 Maximum Frequency Analysis

The maximum frequency is an important indicator for the evaluation of the results.
It informs the highest maximum frequency that the clock/oscillator can operate in order
that the digital circuit works properly. To achieve the maximum frequency value its
mandatory to associate the I/O in the FPGA chipset, so the clock and reset inputs were
defined, respectively, as PIN_T33 and PIN_B19 in Stratix III EP3SL150F1152C2.
Then, to obtain this result, this simulation considered the digital circuit in the worst
situation, working at 85 Celsius degrees, the TimeQuest Timing Analyzer, a tool from
Quartus II Altera, estimates maximum frequencies that Tech #1, #2 and #3 can operate.
The attained results are shown in Table 6.

Table 6: Timing Analyzer for square 216-QAM implementation

Technique Fmax
Tech #1 743,49 MHz
Tech #2 197,39 MHz
Tech #3 140,79 MHz

As it can be observed, Tech #1 uses few logic elements and, as a consequence,
achieves the maximum frequency, because it facilitate the routing of digital circuit into the
FPGA device. For instance following [57], a broadband PLC requires 50 MHz bandwidth.
In this case, the communication bandwidth is 50 MHz, so it is necessary at least 120
MHz of sampling frequency to satisfy such communication system. All of the three
techniques would fulfil this requirement, but the maximum frequency could decrease when
new additional items (channel coding, frequency estimator, etc.) are implemented into
FPGA devices.

4.1.2.2 Power Consumption Analysis

Another important topic to be analized is power consumption by the FPGA device.
To provide analysis about the power consumption, the PowerPlay Power Analysis, a tool
from Altera applies. Table 7 presents the estimated thermal power, that is the power
dissipated in the device, by the three techniques.

Table 7: Power Analysis for square 216-QAM implementation

Technique Tech #1 Tech #2 Tech #3
Core Dynamic Thermal Power Dissipation 8,68 mW 53,77 mW 166,78 mW
Core Static Thermal Power Dissipation 570,04 mW 574,85 mW 590,33 mW

I/O Thermal Power Dissipation 52,33 mW 54,84 mW 50,10 mW
Total Thermal Power Dissipation 631,05 mW 683,46 mW 807,20 mW

The Core Dynamic Thermal Power Dissipation represents the thermal power
dissipated by the functional blocks when the clock process is being executed, with the
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exception of the I/O. Therefore, the Core Static Thermal Power Dissipation is the thermal
power dissipated on the FPGA device, independent of the clock which includes the leakage
power from all FPGA functional blocks, with the exception of the I/O. The static power is
the only thermal power component which varies with junction temperature, selected device,
and power characteristics [58]. The Total Thermal Power Dissipation is a sum of the
thermal power of all the resources used in the device, including the maximum power from
standby, dynamic power and I/O. This thermal power dissipation analysis does not include
the external power dissipation, such as these ones associated with voltage-referenced
termination resistors.

As it can be observed, Tech #1 is the one which requires less thermal power
dissipation due to the low usage of logic elements and the avoidance of memory usage.
Tech #3 is the one with highest thermal power dissipation because it requires high quantity
of memory resources and logic elements, and Tech #2 attains intermediate values.

4.1.2.3 Latency and Delay Analysis

Another analysis is associated with the number of clock cycles required to perform
each technique. The results are obtained through a simulation tool called ModelSim Altera.
The data collected are presented in Table 8. To calculate the required number of clock
cycles to yield the first symbol, just add the latency clock cycles to the delay clock cycles.
For the Tech #1, operating in continuous symbol generation, it would take seven clock
cycles to yield the first symbol and one clock cycle for the following ones due to parallelism
of operations (parallel circuits operation) in a FPGA device, that is represented by delay
presented in Table 9. In the case of Tech #2 and Tech #3, it would takes 17 clock cycles
for the first symbol and more 8 clock cycles for each new symbol due to the dynamic of
the SM.

Table 8: Speed comparison for a single symbol for square QAM.

Technique Latency Delay
Tech #1 6 1
Tech #2 9 8
Tech #3 9 8

Finally, Table 9 shows the required number of clock cycles to perform each technique
when the number of symbols belongs to the set Ns ∈ {1, 2, 4, 16, 64, 256, 1024}. As it can
be observed, independently of the number of consecutive symbols which were previously
modulated on the same constellation cardinality, Tech #1 improves the performance in
terms of speed. If 1024 symbols with the same constellation are consecutively generated,
then the required number of clock cycles is reduced to almost 8 times in comparison with
other techniques.
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Table 9: Number of clocks for generating consecutive symbol for square QAM.

# of Symbols 1 2 4 16 64 256 1024
Tech #1 7 8 10 22 70 262 1030
Tech #2 17 25 41 137 521 2057 8201
Tech #3 17 25 41 137 521 2057 8201

4.2 Cross QAM Constellation

In this section, the numerical results of the crossM -QAM are presented, considering
K = 3, 5, . . . , 16, that is, M = 8, 32, . . . , 32768. Different from Section 4.1, Tech #1 and
Tech #2 requires the usage of the Position Switcher, the Inverse Position Switcher and
the Combined Saturator because it is necessary to perform the cross constellation by
employing Algorithms 2, 3 and 4, as shown in Chapter 3.

4.2.1 BER Analysis

BER performance comparisons among Tech #1, Tech #2 and Tech #3 are shown
in Figures 49-55 for AWGN and in Figures 56-62 for AIGN. The theoretical results were
not employed for comparison in this simulation due to the usage of pseudo-Gray coded
cross M -QAM into the three techniques, which make the results to be different.
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Figure 49: BER × Eb/N0 for 8-QAM corrupted by AWGN.
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Figure 50: BER × Eb/N0 for 32-QAM corrupted by AWGN.
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Figure 51: BER × Eb/N0 for 128-QAM corrupted by AWGN.
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Figure 52: BER × Eb/N0 for 512-QAM corrupted by AWGN.
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Figure 53: BER × Eb/N0 for 2048-QAM corrupted by AWGN.
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Figure 54: BER × Eb/N0 for 8192-QAM corrupted by AWGN.
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Figure 55: BER × Eb/N0 for 32768-QAM corrupted by AWGN.
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Figure 56: BER × Eb/N0 for 8-QAM corrupted by AIGN.
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Figure 57: BER × Eb/N0 for 32-QAM corrupted by AIGN.
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Figure 58: BER × Eb/N0 for 128-QAM corrupted by AIGN.
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Figure 59: BER × Eb/N0 for 512-QAM corrupted by AIGN.
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Figure 60: BER × Eb/N0 for 2048-QAM corrupted by AIGN.
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Figure 61: BER × Eb/N0 for 8192-QAM corrupted by AIGN.
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Figure 62: BER × Eb/N0 for 32768-QAM corrupted by AIGN.

The results shows a small performance loss introduced by the proposed techniques
that, on average, are less than 1 dB when comparing to Tech #3, considering M ≥ 128
for AWGN, and M ≥ 512 for AIGN, as previously described in Subsection 4.1.1, due to
the usage of finite precision, with word length of K + 1, performance differences exists in
intermediate values of Eb/N0, but for Eb/N0 << 1 or Eb/N0 >> 1 they totally disappear.

4.2.2 Hardware Resource Utilization Analysis

As previously presented in Subsection 4.1.2, all techniques (#1, #2 and#3) were
implemented in Verilog by using fixed point logic. Information data generated by the
compilation performed by Quartus II 13.0 SP1 report called Fitter Summary [55] over
Verilog codes, show that the implementation of the proposed M -QAM algorithm, for
K = 15 bits (for Tech #1, only odd numbers are allowed for K, as explained in Chapter
3, so K = 16 bits), in the chosen Stratix III chipset, as shown in Figure 63, require few
resources of logic element (almost 1% of the total available), any memory bit and any
multiplier as well.

A comparison in terms of LE and memory, for K = 15 bits is shown in Table
10. As it can be observed, Tech #1 requires less logic elements than the others and any
memory resources and it is clear that Tech #2 shows lower hardware resource utilization
than Tech #3 due to the usage of only one LUT and only one SM for K = 15 bits. Also,
it can be noticed that the hardware resource usage of Tech #1 and Tech #2 gets closer
to Tech #3 and is higher than the ones presented in the square M -QAM, see Subsection
4.1.2, due to the employment of Algorithms 2, 3 and 4. In the transmitter, Tech #3 has
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Figure 63: Hardware resource utilization of Tech #1 for cross QAM in a FPGA device.

LE’s because its implementation requires an approach to switch to the right M -QAM
table and to choose the right SM as presented in Subsection 4.1.2.

Table 10: Resources comparison between implementations for cross QAM

Modulator
Type Tech #1 Tech #2 Tech #3
LE’s 356 280 56

Memory (Bits) 0 589824 786864
Demodulator

Type Tech #1 Tech #2 Tech #3
LE’s 648 2363 4509

Memory (Bits) 0 0 0
Total

Type Tech #1 Tech #2 Tech #3
LE 1004 2643 4565

Memory 0 589824 786864

The graphical analyses of the obtained results are made with K varying from 3
to 15, considering Equation (4.1), the hardware resource utilization ratio, in Figure 64
for memory utilization comparison and in Figure 65 for LE utilization comparison, and
Equation (4.4), the normalized hardware resource utilization ratio, in Figure 66 for memory
and LE utilization comparison, where, as well as Subsection 4.1.2, the same weight is given
to both kind of resource.

In Figure 64, as it might be observed, Tech #1 does not requires any memory
resources, while Tech #2 presents lower memory resource utilization than Tech #3, with
βMEM converging to 0.75 while K increases. As it can be seen, for K = 7, βMEM stop
decreasing and starts increasing, this is due to the FPGA optimization made by Quartus
II Tool, to synthesize only logic elements instead of memory resources when small RAM
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components are employed. As presented in Subsection 4.1.2, Tech #2 memory requirement
also converges to 0.75 in relationship of Tech #3. In Figure 65, for K ≥ 9 bits, Tech
#1 uses less logic elements than the other techniques, while Tech #2 presents lower LE
resource utilization than Tech #3 for K ≥ 11. The combined resource utilization, in
Figure 66 shown that for K ≥ 11 bits, Tech #1 uses less hardware resource than the other
techniques, almost half of the hardware resources of Tech #3, while Tech #2 presents
lower hardware resource utilization than Tech #3, for K ≥ 11. Moreover, Tech #2 and
Tech #3 demand the same memory resource utilization only for K = 3.
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Figure 64: The memory utilization comparison for cross QAM in FPGA device when the
constellation cardinality changes.
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Figure 65: The LE utilization comparison for cross QAM in FPGA device when the
constellation cardinality changes.
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Figure 66: The LE and memory utilization comparison for cross QAM in FPGA device
when the constellation cardinality changes.
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4.2.2.1 Maximum Frequency Analysis

As previously introduced in Subsection 4.1.2.1, the maximum frequency is an
important indicator for the evaluation of the results and correct configurations should be
applied to calculate it. The results of the digital circuit in the worst situation, working at
85 Celsius degrees, are presented in Table 11.

Table 11: Timing Analyzer for cross 215-QAM implementation

Technique Fmax
Tech #1 234,08 MHz
Tech #2 229,46 MHz
Tech #3 149,63 MHz

As it can be observed, Tech #1 and Tech #2 uses few logic elements and memory
resources and, as a consequence, achieves the higher maximum frequency. If the same
necessary sampling frequency of 120 MHz [57] from Subsection 4.1.2.1 is considered, all
of the three techniques would fulfil this requirement, but the maximum frequency could
decrease when new additional items are implemented into FPGA devices.

4.2.2.2 Power Consumption Analysis

To provide analysis about the power consumption, the PowerPlay Power Analysis,
a tool from Altera applies. Table 7 presents the estimated thermal power, that is the
power dissipated in the device, by the three techniques.

Table 12: Power Analysis for cross 215-QAM implementation

Technique Tech #1 Tech #2 Tech #3
Core Dynamic Thermal Power Dissipation 29,02 mW 51,76 mW 122,32 mW
Core Static Thermal Power Dissipation 570,26 mW 572,80 mW 580,28 mW

I/O Thermal Power Dissipation 45,64 mW 54,90 mW 50,07 mW
Total Thermal Power Dissipation 644,92 mW 679,46 mW 752,67 mW

The explanation of each power dissipation was given by Subsection 4.1.2.2 and
presented in [58]. The Total Thermal Power Dissipation is used for analysis. As it can be
observed, Tech #1 is the one which requires less thermal power dissipation due to the low
usage of logic elements and the avoidance of memory usage. Tech #2 power dissipation
gets close to Tech #1 because uses less hardware resources than Tech #3, and Tech #2 has
balanced LE and memory resources. Then, Tech #3 is the one with highest thermal power
dissipation because it requires high quantity of memory resources and logic elements.

4.2.2.3 Latency and Delay Analysis

The analysis of the number of clock cycles required to perform each technique is
presented in Table 13 through a simulation tool called ModelSim Altera. The explanation
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of how to calculate the required number of clock cycles to generate continuous symbols
was previously presented in Subsection 4.1.2.3. For Tech #1, it would take seventeen clock
cycles to yield the first symbol and one clock cycle for the following ones. In the case of
Tech #2 and Tech #3, it would takes 25 clock cycles and 15 clock cycles, respectively, for
the first symbol, and more 7 clock cycles for each new symbol due to the dynamic of the
SM. Tech #2 requires 10 clock cycles more than the Tech #3 due to the implementation
of Algorithms 2, 3 and 4.

Table 13: Speed comparison for a single symbol for cross QAM.

Technique Latency Delay
Tech #1 16 1
Tech #2 18 7
Tech #3 8 7

Finally, Table 14 shows the required number of clock cycles to generate continuous
symbols of each technique. As it can be observed, Tech #1 also improves the performance
in terms of speed. Different from Subsection 4.1.2.3, the delay of Tech #2 and Tech #3
are seven clock cycles, so if 1024 symbols with the same constellation are consecutively
generated, then the required number of clock cycles is reduced to almost 7 times in
comparison with other techniques.

Table 14: Number of clocks for generating consecutive symbol for cross QAM.

# of Symbols 1 2 4 16 64 256 1024
Tech #1 17 18 20 32 80 272 1040
Tech #2 25 32 46 130 466 1810 7186
Tech #3 15 22 36 120 456 1800 7176

4.3 Square and Cross QAM Constellations

In this section, the numerical results of the combined square and cross M -QAM are
presented, considering K = 2, 3, 4, . . . , 16, that is, M = 4, 8, 16, . . . , 65536. In this case, as
shown in Subsection 4.2, the functionalities of the Algorithms 2, 3 and 4 are considered in
Tech #1 and Tech #2. Tech #1 provides the same results presented in Section 4.2 because
it is generic, to cover both cross and square M -QAM constellations. Additionally, it is
assumed that Tech #3 includes all the LUT’s and SM’s needed to represent all M -QAM
constellations (k = 2, 3, 4, . . . , K).

4.3.1 BER Analysis

The BER performances of the three techniques do not change when square and
cross M -QAM constellations are considered. So, for the sake of simplicity, the comparison
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among the three techniques for 4, 512 and 65536-QAM constellations corrupted by AWGN
and AIGN are presented in Figures 67 and 68, respectively. As it can be noted, these
techniques achieves almost the same performance, disregarding the type of adopted noise.
The results shown that the performance loss of the proposed techniques, as discussed before
in Subsections 4.1.1 and 4.2.1, are, on average, less than 1 dB. As previously described in
Subsections 4.1.1 and 4.2.1, due to the usage of finite precision, with word length of K + 1,
performance differences exists in intermediate values of Eb/N0, but for Eb/N0 << 1 or
Eb/N0 >> 1 they totally disappear.
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Figure 67: Performance comparison for the models - 4, 512, 65536-QAM constellation
corrupted with AWGN.
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Figure 68: Performance comparison for the models - 4, 512, 65536-QAM constellation
corrupted with AIGN.

4.3.2 Hardware Resource Utilization Analysis

A comparison for K = 16 bits is shown in Table 15. As it was discussed in previous
Subsections 4.1.2 and 4.2.2, Tech #1 requires much less logic elements (almost 1% of the
total available in Stratix III chipset) than the other techniques and any memory resources,
it is important to emphasize that the hardware resource usage of Tech #1 is the same of
the cross M -QAM implementation in Subsection 4.2.2 because it is a Generic Technique.
It is also clear that Tech #2 shows lower hardware resource utilization than Tech #3 due
to the usage of only one LUT and only one SM for K = 16 bits.

Table 15: Resources comparison between implementations for square and cross QAM

Modulator
Type Tech #1 Tech #2 Tech #3
LE’s 356 280 93

Memory (Bits) 0 1179648 2359704
Demodulator

Type Tech #1 Tech #2 Tech #3
LE’s 648 3565 10939

Memory (Bits) 0 0 0
Total

Type Tech #1 Tech #2 Tech #3
LE 1004 3845 11032

Memory 0 1179648 2359704
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Similarly to previous subsections, the obtained results made with K varying from
2 to 16 are shown graphically in Figure 69 for memory utilization comparison, Figure 70
for LE utilization comparison and in Figure 71 for memory and LE utilization comparison.
The hardware resource utilization ratio, Equation (4.1), is employed in Figures 69 and 70,
and the normalized hardware resource utilization ratio, Equation (4.4), is employed in
Figure 71, where, as well as Subsections 4.1.2 and 4.2.2, the same weight is given to both
kinds of hardware resource.

In Figure 69, in accordance with Subsections 4.1.2 and 4.2.2, Tech #1 does not
requires any memory resources, while Tech #2 presents lower memory resource utilization
than Tech #3, converging to 0.5, half of the memory resources employed in Tech #3. In
Figure 70, for K ≥ 7 bits, Tech #1 uses less logical elements than the other techniques,
and also Tech #2 presents lower LE resource utilization than Tech #3 for K ≥ 8. The
combined resource utilization, in Figure 71 shown that for K ≥ 6 bits, Tech #1 has
less hardware resource utilization than the other techniques, and also Tech #2 presents
lower hardware resource utilization than Tech #3 for K ≥ 8. In addition, Tech #2 and
Tech #3 presented the same resource utilization only for K = 2 into Figures 69-71, the
same result presented for only square M -QAM constellations in Subsection 4.1.2 because
there is no external logic element or memory resource employed to execute other M -QAM
constellations different from 4-QAM.
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Figure 69: The memory utilization comparison for square and cross QAM in FPGA device
when the constellation cardinality changes.
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Figure 70: The LE utilization comparison for square and cross QAM in FPGA device
when the constellation cardinality changes.
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Figure 71: The LE and memory utilization comparison for square and cross QAM in
FPGA device when the constellation cardinality changes.
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As previously presented in Subsections 4.1.2.1 and 4.2.2.1, the maximum frequency
is presented as a result and correct configurations should be applied to calculate it. The
maximum frequency of the three techniques, working at 85 Celsius degrees, are presented
in Table 16.

Table 16: Timing Analyzer of square and cross 216-QAM implementation

Technique Fmax
Tech #1 234,08 MHz
Tech #2 207,34 MHz
Tech #3 132,21 MHz

As it can be observed, Tech #1 that uses only logical elements presents higher
maximum frequency. The advantages of this relies on the design of high data-rate
communication systems, as presented in Section 2.2.1 and Subsections 4.1.2.1 and 4.2.2.1
considering broadband PLC systems [57]. To provide analysis about the power consumption,
Table 17 presents the estimated thermal power, that is the power dissipated in the device,
of the three techniques.

Table 17: Power Analysis of square and cross 216-QAM implementation

Technique Tech #1 Tech #2 Tech #3
Core Dynamic Thermal Power Dissipation 29,02 mW 60,08 mW 273,45 mW
Core Static Thermal Power Dissipation 570,26 mW 574,95 mW 601,20 mW

I/O Thermal Power Dissipation 45,64 mW 54,81 mW 51,08 mW
Total Thermal Power Dissipation 644,92 mW 689,84 mW 925,72 mW

As it can be observed, Tech #1 is the one which requires less thermal power
dissipation due to the low usage of logical elements without the need of any memory
resources. The Total Thermal Power Dissipation is used for analysis as discussed in
Subsections 4.1.2.2 and 4.2.2.2. Tech #3 is the one with highest thermal power dissipation,
because it requires high quantity of memory resources and logical elements, and Tech #2
is an intermediate case.

The analysis of the number of clock cycles required to perform each technique is
presented in Table 18. The required number of clock cycles to generate continuous symbols
was previously presented in Subsection 4.1.2.3. For the Tech #1, the operation would
be faster for continuous symbol generation, the first symbol would take seventeen clock
cycles and the others only 1 due to parallelism of operations, the same result of Subsection
4.2.2.3. For Tech #2 and Tech #3, it would takes 27 clock cycles and 17 clock cycles,
respectively, for the first symbol and more 8 clock cycles for each new symbol due to the
dynamic of the SM.

Finally, Table 19 shows the required number of clock cycles to perform each
technique when the number of symbols belongs to the set Ns ∈ {1, 2, 4, . . . , 1024}, as
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Table 18: Speed comparison for a single symbol for square and cross QAM.

Technique Latency Delay
Tech #1 16 1
Tech #2 19 8
Tech #3 9 8

previously described in Subsection 4.1.2.3. It can be noticed that, for all number of
consecutive symbols transmitted, Tech #1 improves the performance in terms of speed. If
1024 symbols with the same constellation are consecutively transmitted, then the same
result of Subsection 4.1.2.3 is obtained, reducing the required number of clock cycles to
almost 8 times less than the other techniques.

Table 19: Number of clocks for generating consecutive symbol for square and cross QAM.

# of Symbols 1 2 4 16 64 256 1024
Tech #1 17 18 20 32 80 272 1040
Tech #2 27 35 51 147 531 2067 8211
Tech #3 17 25 41 137 521 2057 8201
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5 CONCLUSION

This thesis investigated the computational complexity reduction in high-order
M -QAM constellations, considering K = 2, 3, 4, . . . , 16, that is, M = 4, 8, 16, . . . , 65536.
Aiming at reducing the memory bits and logic elements in a FPGA device, two novel
techniques were introduced (Tech #1 and Tech #2). Both proposed techniques can
modulate and demodulate square and cross M -QAM symbols from constellations by using
the hard decision rule. Additionally, both of them can derive low-order square or cross
M -QAM constellations from the highest square M -QAM constellation.

The description of Tech #1 - Generic M -QAM technique - showed that the need
for memory bit usage to store M -QAM indices in a LUT can be efficiently replaced by a
simple logic approach. As a result, Tech #1 eliminates the need for LUT. Additionally,
the introduction of a procedure to obtain cross constellation from a rectangular one,
independent of M , and to derive a low-order M -QAM constellation from a high-order one
considerably reduces the need for hardware resource utilization in a FPGA device.

By investigating the weaknesses of the proposed M -QAM technique in [23,24], this
work introduced an enhanced version of the HDR technique, Tech #2. Basically, Tech
#2 improves the HDR technique by using only one LUT to store the square M -QAM
constellation of the highest order, the derivation of lower-order square or cross M -QAM
constellations from the square M -QAM constellation with the highest order and the use
of one single SM to perform the detection of symbols in all M -QAM constellations.

In order to evaluate the effectiveness and suitability of the proposed techniques,
performance analyses in terms of BER are presented and discussed when AWGN and AIGN
are used to corrupt M -QAM symbols. Regarding the chosen values of k, the performance
curves in terms of Eb/N0 reveal that negligible performance degradation is inserted by the
proposed technique for both square and cross M -QAM constellations, because numerical
simulations were carried out with the proposed techniques implemented into the same
conditions used in a FPGA device, by employing digital quantification of the received
signal. Additionally, comparison results with theoretical results (AWGN) and Tech #3
(HDR technique) for k = 2, . . . , 16 confirm that performance losses are, on average, less
than 1 dB.

Also, this thesis described the implementation of the proposed techniques in FPGA
devices and analyzed the hardware resource utilization based on memory bits, logic
elements, maximum frequency of operation, energy consumption, delay and latency, by
considering only square M -QAM constellation, only cross M -QAM constellation and both
of them in the same FPGA device. According to the attained results, for square M -QAM
constellation, Tech #1 offers the lowest hardware resource utilization if M ≥ 16. Tech
#2 showed better results than Tech #3 under the same operation speed for all values
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of M associated with square constellations, with the exception of M = 4, in which both
presented the same results. For cross M -QAM constellation, Tech #1 offers the best
results if M ≥ 512. Again, Tech #2 achieve better results than Tech #3, with the same
operation speed, whenM ≥ 2048. Then, Tech #3 attains the best results whenM < 512 is
taken into account. For both square and cross M -QAM, Tech #1 offers the lowest demand
of hardware resource utilization compared to Tech #2 and Tech #3, when M increases
(M ≥ 64). Also, Tech #1 can modulate and demodulate M -QAM symbols up to 8 times
faster than Tech #2 and Tech #3 when a large number of M -QAM symbols (e.g., 1000)
are consecutively transmitted. A remarkable result is that Tech #1 completely eliminates
the need for memory storage and state machines. Moreover, Tech #2 showed intermediate
results, better than Tech #3, with the same operation speed, when considering M ≥ 256.
Finally, Tech #3 proved lower hardware resource utilization than Tech #1 and Tech #2
when M < 64. Overall, Tech #1 showed to be the most suitable M -QAM technique to
deal with high and low-orders square and/or cross M -QAM constellations.

5.1 Future Works

A list of possible works that could be carried out in the future are as follows:

1. Performance comparison between the techniques in digital signal processor (DSP).

2. The extension of proposed techniques to handle three-dimensional (3D) and multidi-
mensional M -QAM constellations as well as their use in multi-carrier schemes based
on 1D and 2D discrete Fourier Transform.

3. The investigation of the gains that could be obtained using the ideas behind the
proposed techniques in other digital modulation techniques.
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ANNEX A – Power line communication system

Currently, an old technology, called PLC, has gained visibility as an option for
high-speed and low-speed data communication. This technology uses the already deployed
electric power grid infrastructures, which were designed for energy transmission and
delivery, to provide data networks. This solution is very interesting for electric utilities
due to the fact that power cables capillarity reaches more than 98.9% of the households
and establishments in Brazil [26]. Financial reports also suggest that the use of PLC
technology can represent a cost reduction of approximately 50% in the required investment
with the deployment of new data networks infrastructure [27]. Additionally, the PLC
technology is being considered as the key technology to the widespread deployment of
smart grids and smart cities [28].

In spite of these recent and important applications, the use of PLC is not new [29].
For example, in 1991, narrowband applications were standardized in Europe (CENELEC
standard) considering data rates up to 144 kbps. In 1998, new advances have culminated
in the development of broadband over power lines (BPL), with data rates up to 14 Mbps
in the physical layer. In 2005, an IEEE working group started developing a standard for
the link and physical layers of the BPL that culminated on the IEEE-P1901 standard
[1]. This standard describes data rates higher than 100 Mbps in the physical layer. Also,
G.9955 [3] and G.9956 [4], respectively, the physical layer and data link layer specifications
for narrowband powerline communication transceivers, were released by the ITU-T in
2011. In the last decades, some companies offered PLC chipsets with data rates between
85 Mbps and 500 Mbps (Intellon, DS2, Panasonic and SPIDCOM). Nowadays, there are
PLC chipsets that reach 1 Gbps (Qualcomm [30] and Marvel [31]), and, also, researches
indicate that the new generation of PLC technologies will reach up to 2 Gbps [32].

Even with all advances on PLC technology, it is important to emphasize that electric
power grids infrastructures were not designed for data communication. Therefore problems
not found in other guided media of communication like telephone cables, coaxial cables and
twisted pairs are relevant in power cables [9], having similar characteristics found in wireless
communication. These problems can considerably reduce the performance of PLC systems.
Features such as time selectivity, frequency selectivity, high power, random impulsive noise
[33] and time-varying behavior is common in electric power grids. A methodology to be
applied to the characterization of electric power grids for data communication purposes is
presented in [34] and applied for in-home Brazilian PLC channels. Also, [34, 35] discuss a
preliminary analysis of additive noises on outdoor and low voltage electric power grids in
the frequency band between 1.7 and 100 MHz in Brazil. The statistical analysis in the time
and frequency domains reveal the hardness of such environment for data communication
and the opportunities to pursue the design of efficient and effective PLC technology for
both broadband and narrowband applications. The Brazilian outdoor electric power grid
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of low voltage is discussed as communication medium in [36]. Several parameters were
analysed, such as the average channel gain, the coherence time, the coherence bandwidth,
the delay spread, the length of the channel impulse response, and the channel capacity,
for the frequency bands from 1.7 to 30 MHz, from 1.7 up to 50 MHz, and from 1.7 up to
100 MHz. The connection of distinct loads and the fact that power cables are unshielded
originate the uniqueness of noises in the electric power grids.
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ANNEX B – Proposed Technique in Verilog

The Figures 72-81 presents the algorithms implemented on Verilog language using
Quartus II Altera tool.

Figure 72: Modulation algorithm in Verilog.
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Figure 73: Position Switcher algorithm in Verilog.

Figure 74: Combined Saturator algorithm in Verilog.
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Figure 75: Inverse Position Switcher algorithm in Verilog.

Figure 76: Demodulation algorithm in Verilog.
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Figure 77: Top level algorithm in Verilog, part 1.
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Figure 78: Top level algorithm in Verilog, part 2.
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Figure 79: Top level algorithm in Verilog, part 3.
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Figure 80: Testbench algorithm in Verilog, part 1.

Figure 81: Testbench algorithm in Verilog, part 2.
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ANNEX C – Proposed Technique in MATLAB

The algorithm below was implemented on MATLAB language using MATLAB
tool.



  
%BER_FINAL = zeros(K-1,32); 
%EbN0_FINAL = zeros(K-1,32); 
%ERROS = zeros(K-1,32); 

     
while 1 

     
    oo = 1; 
    M = 2^k;                                            % Ordem da 

Modulação (M-QAM) 
    I = floor(k/2); 
    R = k - I; 

     
    N0_dB = 0;                                          % Densidade 

Espectral do Ruído em dB 

  
    Es      = 10^(0);                           % Energia do símbolo 

Unitária (em dB) 
    Es_dB   = 10*log10(Es); 

  
    if(mod(k,2) == 0) 
        d = sqrt(6*Es/(M-1));                 % Fórmula da distância dos 

pontos da constelação QAM 
    else 
        d = sqrt(6*Es/(((31/32)*M)-1));  
    end 

     
    while 1 

         
    N0      = 10.^(-N0_dB/10);                  % Densidade Espectral do 

Ruído 
    EsN0_dB = 10.*log10(Es./N0);                % Relação Energia do 

Símbolo pela Densidade Espectral do Ruído em dB 
    EbN0    = EsN0_dB - 10*log10(k);            % Relação EbN0 para 

sinais complexos 
    snr = EbN0+10*log10(k);                     % Relação Sinal-Ruído 

     
    jj=0; 

     
    erros_1 = 0; 
    ber_2 = 0; 

     
    while 1 
        jj=jj+1; 
    %% Gerando Dados de Entrada 
        in     = randi([0 M-1], n, 1);        % Entrada Aleatória 
        in_bin = dec2bin(in,K); 

         
        % Divide parte real e imaginária 
        indice_real_bin = in_bin(:,2:2:end); 
        indice_imag_bin = in_bin(:,1:2:end); 

         
        % Prepara entrada 
        carry_real = -bin2dec(indice_real_bin(:,end)); 
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        carry_imag = -bin2dec(indice_imag_bin(:,end)); 
        indice_real_bin(:,end) = 0; 
        indice_imag_bin(:,end) = 0; 

                 
        % Conversão gray para binário 
        indice_real_gray = bin2gray((bin2dec(indice_real_bin)), 'pam', 

2^((K/2)-1)); 
        indice_imag_gray = bin2gray((bin2dec(indice_imag_bin)), 'pam', 

2^((K/2)-1)); 

         
        if(k~=3) 

         
            % Posições para Position Switcher QAM Cruzada 
            cond_sat_x = (2^(R-2)) + (2^(I-2)); 
            saturated_in = find(((indice_real_gray)) >= cond_sat_x); 

  
            cond_sat_y = (2^(I-2)); 
            saturated_in_reg_1  = find((indice_imag_gray) >= cond_sat_y); 
            saturated_in_reg_2  = find((indice_imag_gray) <  cond_sat_y); 

  
            indice_sat_1 = intersect(saturated_in,saturated_in_reg_1); 
            indice_sat_2 = intersect(saturated_in,saturated_in_reg_2); 

  
            % Realiza position switcher 2D 

  
            indice_real_gray(indice_sat_1) =  

(indice_real_gray(indice_sat_1) - (2^(R-2))); 
            indice_imag_gray(indice_sat_1) =  ((2^I) - 

indice_imag_gray(indice_sat_1) - 1); 

  
            indice_real_gray(indice_sat_2) =  ((2^(R-1)) - 

indice_real_gray(indice_sat_2) - 1); 
            indice_imag_gray(indice_sat_2) =  

(indice_imag_gray(indice_sat_2) + (2^(I-1))); 
        end 

         
        % Compensa o sinal 
        valor_real = (((indice_real_gray .* ((2*carry_real)+1)) + 

carry_real)*2) + 1; 
        valor_imag = (((indice_imag_gray .* ((2*carry_imag)+1)) + 

carry_imag)*2) + 1; 
        %pontos_constelacao = 0:N-1; 

         
        %% Mapeamento QAM 

   
        out_mod = valor_real + 1j*valor_imag; 
        %figure(1) 
        %plot(valor_real,valor_imag,'o','color','blue'); 
        x_mod  = d*out_mod/2; 

         
        % Ruído AWGN com distribuição normalizada e PSD variável 
        v = normrnd(0,sqrt(N0/2),1, n) + 1j*normrnd(0,sqrt(N0/2),1, n);  

         
        %simfs = 1.2e6; 
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        %Temp_ruido = 1e4/simfs; 
        %v = (Ruido_AIGN(simfs, Temp_ruido, N0/2) + 1j*Ruido_AIGN(simfs, 

Temp_ruido, N0/2))'; 

         
        % Saída do Canal 
        y = x_mod' + v;                                                              
        y_real = real(y)*2/d; 
        y_imag = imag(y)*2/d; 

         
        y2 = (y_real) + 1j*(y_imag); 

         
        %figure(2) 
        %plot(y_real,y_imag,'o','color','blue'); 
        % ======================== Demodulação M-QAM 

============================== 

  
        % A demodulação analisa separadamente as partes reais e 

imaginárias 
        % recebidas e demapeia o sinal originalmente enviado. 

                
       % Posições para Combined Saturator 
        cond_sat = (2^(I)); 
        saturated_1 = find((abs(real(y2))) >= cond_sat); 
        saturated_2 = find((abs(imag(y2))) >= cond_sat); 
        sat_x = find(abs(real(y2)) < abs(imag(y2))); 
        sat_y = find(abs(real(y2)) >= abs(imag(y2))); 

         
        indice_sats  = intersect(saturated_1,saturated_2); 
        indice_sat_x = intersect(indice_sats,sat_x); 
        indice_sat_y = intersect(indice_sats,sat_y); 

         
        % Realiza Combined Saturator 
        y2(indice_sat_x) =  (min(cond_sat-1, max(-cond_sat+1, 

real(y2(indice_sat_x))))) + 1j*imag(y2(indice_sat_x)); 
        y2(indice_sat_y) =  real(y2(indice_sat_y)) + 1j*(min(cond_sat-1, 

max(-cond_sat+1, imag(y2(indice_sat_y))))); 
        %figure(3) 
        %plot(real(y2),imag(y2),'o','color','blue'); 

         
        % Divide, satura e trunca parte real e imaginária 
        if(k==3) 
            cond_sat_rp = (2^(R)); 
        else 
            cond_sat_rp = (2^(R-1)) + (2^(I-1)); 
        end 
        indice_real = (floor((min(cond_sat_rp-1, max(-cond_sat_rp+1, 

real(y2'))))/2)*2)+1; 
        if(k==3) 
            cond_sat_rp = (2^(I)); 
        end 
        indice_imag = (floor((min(cond_sat_rp-1, max(-cond_sat_rp+1, 

imag(y2'))))/2)*2)+1; 

         

         
        %figure(4) 
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        %plot(indice_real,indice_imag,'o','color','blue'); 
        carry_real  = -(real(y2') < 0.000); 
        carry_imag  = -(imag(y2') < 0.000); 

                 
        % Inverte bits e divide por 2 
        valor_real = floor(((indice_real .* ((2*carry_real)+1)) + 

carry_real)./2); 
        valor_imag = floor(((indice_imag .* ((2*carry_imag)+1)) + 

carry_imag)./2); 

                 
        %figure(1) 
        %plot(valor_real,valor_imag,'o','color','blue'); 
        if(k>4) 
            % Posições para Inverse Position Switcher QAM Cruzada 
            cond_sat_y = (2^(I-1)); 
            saturated_out = find(((valor_imag)) >= cond_sat_y); 

  
            cond_sat_x = (2^(R-3)); 
            saturated_out_reg_1  = find((valor_real) >= cond_sat_x); 
            saturated_out_reg_2  = find((valor_real) <  cond_sat_x); 

  
            indice_sat_out_1 = 

intersect(saturated_out,saturated_out_reg_1); 
            indice_sat_out_2 = 

intersect(saturated_out,saturated_out_reg_2); 

         
            % Realiza inverse position switcher 2D 
            valor_real(indice_sat_out_1) =  (valor_real(indice_sat_out_1) 

+ (2^(R-2))); 
            valor_imag(indice_sat_out_1) =  ((2^I) - 

valor_imag(indice_sat_out_1) - 1); 

  
            valor_real(indice_sat_out_2) =  ((2^(R-1)) - 

valor_real(indice_sat_out_2) - 1); 
            valor_imag(indice_sat_out_2) =  (valor_imag(indice_sat_out_2) 

- (2^(I-1))); 
        end 

         
        %figure(2) 
        %plot(valor_real,valor_imag,'o','color','blue'); 

         
        % Conversão binário para gray 
        indice_real_gray = gray2bin(((valor_real)), 'pam', 2^((K/2)-1)); 
        indice_imag_gray = gray2bin(((valor_imag)), 'pam', 2^((K/2)-1)); 

         
        % Compensa o sinal 
        valor_final_real = 2*indice_real_gray - carry_real; 
        valor_final_imag = 2*indice_imag_gray - carry_imag; 

                 
        out_real_bin = dec2bin(valor_final_real',K/2); 
        out_imag_bin = dec2bin(valor_final_imag',K/2);    

         
        %out          = bin2dec([out_real_bin out_imag_bin]); 
        out_aux(:,2:2:K) = out_real_bin; 
        out_aux(:,1:2:K) = out_imag_bin; 
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        out2          = bin2dec(out_aux); 
        out           = rem(out2,M); 

  
        [nbits, ber_est] = biterr(in, out);                % Cálculo da 

BER        
        ber              = ber_est;                         % Valor da 

BER para cada relção EbN0 
        erros_int        = length(find((in-out)~=0)) ;     % Número de 

simbolos errados 
        erros_1          = erros_1 + erros_int; 
        ber_2            =  ber_2 + ber ;                       % BER 

(Iterações e variações de EbN0) 

         
        if (erros_1 >= qntminerros && jj >= int_max) 
            break 
        end 

         
        if(jj >= 300) 
            break 
        end 

         
    end 

     
    N0_dB = N0_dB + 3; 
    ber_final = ber_2/jj;                     
    BER_FINAL(k-1,oo) = ber_final 
    EbN0_FINAL(k-1,oo) = EbN0; 
    %ERROS(k-1,oo) = erros_1; 

     
    if (BER_FINAL(k-1,oo) < 10^-5) 
        break 
    end 

     
    oo = oo+1 

  

     
    end 

     
    k = k + 1 
    if(k > K) 
        break; 
    end 

  

     
end 
ber = zeros(size(EbN0_FINAL)); 
for jj = 1 : 1 : 15 
    if(EbN0_FINAL(jj,end)==0) 
        aux = find((EbN0_FINAL(jj,:)) == 0); 
    else 
        aux = size(EbN0_FINAL,2)+1; 
    end 
    ber(jj,1:aux(1)-1)=berawgn(EbN0_FINAL(jj,1:aux(1)-

1),'qam',2.^(jj+1)); 
end 
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%EbNoLin = 10.^(EbN0_FINAL/10); 
%ber2 = qfunc(sqrt(EbNoLin/2))/k; 

  
%% Salvando Dados 

  
String_aux = ['dados_qam_',num2str(N),'_diogo.mat']; 
save(String_aux, 'EbN0', 'EbN0_FINAL', 'ber', 'BER_FINAL'); 

  
% =================== Plotagem da Curva BER x EbN0 

======================== 

  
for jj = 1 : 15 
    figure(jj) 
    semilogy(EbN0_FINAL(jj,:), ber(jj,:), EbN0_FINAL(jj,:), 

BER_FINAL(jj,:)); 

     
    if(EbN0_FINAL(jj,end)==0) 
        aux = find((EbN0_FINAL(jj,:)) == 0); 
    else 
        aux = size(EbN0_FINAL,2)+1; 
    end 

     
    xlim([0,EbN0_FINAL(jj,aux(1)-1)]); 
    ylim([.1E-5, 1]); 
    xlabel('Eb/N0');ylabel('BER'); 
    legend('BER teórica','BER estimada') 
    grid; 
end 

  
% Tempo despendido 
tempo = toc 
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