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RESUMO

Atualmente são crescentes as preocupações com eĄciência energética, sustentabili-

dade e com o meio ambiente, como proposto pela ONU através do The Global Goals (Goal

9 - Industry, Innovation and Infrastructure), e a busca por novas soluções mais eĄcientes e

limpas é notória em todos os campos da engenharia. Com o avanço de novas técnicas de

manufatura, descoberta e desenvolvimento de novos materiais e ampliação das capacidades

computacionais surgem novas oportunidades de estudo no campo da engenharia aeronáu-

tica. O presente trabalho propõe a elaboração de uma nova metodologia a ser utilizada no

projeto e otimização de hélices, bem como os algoritmos e acoplamentos necessários. Foi

realizada uma busca por perĄs aerodinâmicos e composto um banco de dados com cerca de

1500 desses. Tais perĄs tiveram suas coordenadas padronizadas e reĄnadas. Todos os perĄs

aerodinâmicos foram analisados através do método dos painéis utilizando o código XFOIL.

Utilizando os algoritmos evolucionários AGEMOEA, ARMOEA, MSOPSII, NSGAII e

NSGAIIARSBX presentes na plataforma de otimização PlatEMO acoplada ao programa

de análise de hélices JAVAPROP, além do acoplamento de um código de análise estrutural,

foram realizadas otimizações para diferentes objetivos. Esse conjunto de elementos foi

adicionado ao PlatEMO como um problema e batizado de OptProp. Inicialmente, foram

realizadas análises levando em conta apenas os parâmetros adimensionais das hélices,

através de sete diferentes problemas de otimização multiobjetivo para dois diferentes

grupos motopropulsores. Em seguida, é realizada uma otimização que busca a minimização

da potência requerida para dois diferentes pontos de voo e uma hélice é selecionada da

frente de Pareto obtida. Com tal hélice selecionada, busca-se uma otimização operacional

para uma determinada missão através da variação da velocidade rotacional do conjunto

motopropulsor. Em todas as otimizações são consideradas restrições geométricas e, na

otimização operacional, é utilizado também restrições estruturais através de frequências

naturais e diagrama de Campbell. Foram encontrados economias de energia próximas de

1, 4% após a otimização operacional.

Palavras-chave: hélices, otimização, aerodinâmica, desempenho, BEMT, CFD,

análise estrutural, algoritmos evolucionários



ABSTRACT

Currently, concerns about energy efficiency, sustainability, and the environment are

growing, as proposed by the UN through The Global Goals (Goal 9 - Industry, Innovation

and Infrastructure), and the search for new, more efficient, and cleaner solutions is notorious

in all engineering Ąelds. With the advancement of new manufacturing techniques, discovery

and development of new materials, and expansion of computational capabilities, new

opportunities for study in the Ąeld of aeronautical engineering arise. The present work

proposes the elaboration of a new methodology to be used in the design and optimization

of propellers, as well as the algorithms and couplings necessary for its accomplishment.

During the work, a search was made for aerodynamic proĄles, and a database was created

with about 1500 of these. Such proĄles had their coordinates standardized and reĄned. All

airfoils were analyzed using panel methods through the XFOIL code. Using the evolutionary

algorithms AGEMOEA, ARMOEA, MSOPSII, NSGAII, and NSGAIIARSBX present in

the PlatEMO optimization platform coupled to the propeller analysis program JAVAPROP,

in addition to the coupling of a structural analysis code, optimizations were performed for

different objectives. This set of elements was added to PlatEMO as a problem and named

OptProp. Initially, analyzes were carried out taking into account only the dimensionless

parameters of the propellers, through seven different multi-objective optimization problems

for two different powertrain groups. Then, an optimization is performed to minimize the

power required for two different Ćight points and a propeller is selected from the Pareto

front obtained. With such a propeller established, operational optimization is sought for a

given mission by varying the rotational speed of the system. In all optimizations, geometric

constraints are considered, and, in operational optimization, structural constraints through

natural frequencies and the Campbell diagram are also used. Energy savings close to 1.4%

were found after operational optimization.

Key-words: propellers, optimization, aerodynamics, performance, BEMT, CFD,

structural analysis, evolutionary algorithms
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1 Introduction

This opening Chapter will introduce the reader to the most important components

of this work. In the following Sections, the reader will be introduced to the motivations

for carrying out this work, to the historical context of the development of propellers, to

the current tools for their analysis, to the bibliographic review of references used, and also

to the objectives that this work aims at.

1.1 Motivation and Contextualization

This section will present a historical context and in which context the thesis was

elaborated.

1.1.1 Historical Review

Propellers are rotating devices that can work for two distinct and, in a way, opposed

objectives; in the Ąrst, the propeller is coupled to a motor that is responsible for driving

it. Its rotation is responsible for generating thrust and moving the system where it is

coupled. This is the case used in aeronautics in general: planes, helicopters, UAVs, Drones,

and so on. This conĄguration is also used for marine vehicles, such as boats, ships, and

submarines. For the second objective, the propeller is driven by the wind and coupled

to a system capable of transforming its kinetic energy of rotation into another type of

energy that is of interest to the user. Historically, this operating paradigm has been used

in windmills and is currently used in wind power plants. These two systems can be viewed

side by side in Figure 1.
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Figure 1 Ű Mill and wind farm - Withdrawal of https://pt.wikipedia.org/wiki/

Energia_eólica (available on 06/28/2023).

The present work is focused on propellers for aeronautical purposes. According to

Bass [19], in the second half of the 18th century applications of propellers to airships began,

although very little was known about their principles. A 23-foot (7.0104 m) diameter

propeller, coupled to a 9hp (6.711kW) engine, was used on the La France airship in

1884. In the early 19th century, a considerable number of experiments were carried out

to investigate how propeller characteristics, such as the number of blades, inĆuenced its

performance. Propellers were essential for the development of the Ąrst airplanes, aircraft

heavier than air, being used by Santos Dumont and the Wright brothers.

At the advent of the First World War, variable pitch propellers were created, since

the aircraftŠs performance was of great importance in battles. In Figure 2, a propeller of

this type is represented.
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Figure 2 Ű One of the Ąrst propellers with variable pitch, developed in 1908 by Chauvière
- Withdrawal of https://i.servimg.com/u/f38/14/14/01/64/tm/1936_i10.jpg (avail-

able on 06/28/2023)

In 1939 [19], the Ąrst duralumin propellers were developed, replacing the magnesium

alloy propellers, due to the search for weight reduction. The wooden propellers also had

their quality improved, since the quality of the wood itself, at that time, was superior to the

wood of yesteryear. After the second half of the 20th century, advances in aerodynamics

and computational techniques were responsible for creating a new range of propellers

far superior in performance and reliability characteristics. Currently, new optimization

techniques, computational Ćuid dynamics, and the development of new materials, such as

composites, are increasing the performance of propellers.

UAVs [20] have been in use since the First World War and currently operate for a

number of different purposes: surveillance, special operations, military operations, climate

and agriculture monitoring, and even entertainment. Propellers are a considerable part of

the performance of a UAV. The aerodynamic and acoustic performance of propellers for

UAVs has been widely studied [21]. The UAV Elbit (USA), developed for monitoring civil

airspace, is shown in Figure 3.
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Figure 3 Ű UAV Elbit - Withdrawal of https://www.ynetnews.com/PicServer5/2018/

07/11/8651518/8651513199690640360no.jpg (available on 06/28/2023)

1.1.2 GCEME Group and EMBRAER - FAPEMIG research project and FEC at

Mälardalen University

This doctoral thesis, as well as its authorŠs masterŠs thesis, is integrated with the

activities of the Electromechanical Conversion Group (GCEME) of the Federal University

of Juiz de Fora (UFJF). The GCEME is a group formed mainly by researchers from aero-

nautical, mechanics, civil, and electrical engineering. Its main activity is the development

of research related to energy efficiency of different systems.

The research group approved in the FAPEMIG Public Notice 06/2017- Research in

the area of the aeronautical sector - partnership FAPEMIG - EMBRAER S.A. the project

entitled ŞAssembly of a Test Bench for Aeronautical Propulsion Hybrid-ElectricŤ. The

project, already completed, proposed the planning and construction of a static test bench

for electric hybrid aeronautical propulsion in series conĄguration for the establishment of a

multidisciplinary knowledge base of the various areas involved. Among these areas, power

electronics, electronic monitoring systems, data acquisition, control, management and

supervision, design of electric motors and engines, propeller aerodynamics, and mechanical

design are mentioned.

A schematic diagram of the proposed hybrid propulsion system can be seen in

Figure 4. The item PRP refers to the propeller that is coupled, in sequence, to the electric

generator EG, to a torque wrench, and to the electric motor. The shaft part between the
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electric motor EM and the electric generator EG is supported by a support structure. The

entire system is static and all its components works in an integrated manner.

Figure 4 Ű Schematic diagram of the hybrid propulsion system

One of the activities foreseen in the GCEME project is the aerodynamic study of

the propeller coupled to the system. When the bench is in operation, the thrust, torque,

rotation, and power supplied by it will be sampled and evaluated under different conditions

during the tests.

This was the motivation for the studentŠs masterŠs thesis, in which the main subject

was the study of models to measure the aerodynamic coefficients of the propeller. From

the knowledge achieved, it was possible to propose the present research project.

Part of this doctoral thesis was developed at the Future Energy Center (FEC) at

Mälardalen University, Sweden, with the guidance of Professors Konstantinos Kyprianidis

and Stavros Vouros. The research conducted in FEC aims to address the upcoming

energy and environmental challenges by exploring and creating methods and systems

that enhance resource efficiency and embrace digitalization in the shift towards renewable

energy. Aviation has signiĄcant environmental impacts, since aircraft engines produce

emissions that give rise to important environmental concerns regarding their global impact

and their effect on local air quality at the ground level [22]. Through collaboration with

industry and society, FEC strives to develop energy systems that are efficient, adaptable,

and innovative, while minimizing their adverse effects on the environment and reducing

emissions. This crucial research plays a tangible role in providing solutions to the pressing
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global challenges of our time. FEC conducts research in the main following areas:

• Renewable energy with a focus on affordable, reliable, sustainable, and modern

energy

• Resource efficiency with a focus on energy efficiency, low emissions, and nutrient and

material recovery

• Digitalization with focus on energy efficiency and environmental performance

1.2 Objectives and contributions

The main objective of this work is to propose an innovative methodology for

the design of propellers through multi-variable and multi-objective optimization using

evolutionary algorithms. This methodology proposes propeller optimization in terms

of aerodynamic performance parameters using geometric and structural constraints. It

is proposed that the methodology be able to present several propeller choices to the

aeronautical designer through visualizations of Pareto curves and surfaces that, allied to

their own experience, will make the propeller design a discipline capable of making them

more energy efficient.

Currently, most designers are satisĄed with choosing general propellers indicated

by engine manufacturers. However, this paradigm begins to change as the manufacture of

propellers has been a discipline of great interest, innovation, and evolution. Therefore,

having new tools for the manufacture of propellers, the designer will also look for new

ways to design custom propellers. Generally, the selection of the propeller is conditioned

to the expected aerodynamic performance of the aerial vehicle, the engine characteristics

and engine control propeller noise and vibrations, the installed weight of the propellers,

the inĆuence of the propellers on Ćying qualities, and the structural limits imposed by the

layout of the aircraft [23]. To achieve the deĄned objectives during the conceptual design

stage, the propeller features are mainly associated with some important aspects, such as

the blade shape (i.e, the plan form of the blades, the airfoil shape, and the twist along the

blade), the number of blades per propeller, and the propeller diameter [23].

In this regard, several researchers are looking for alternatives to propeller design

and optimization that will be cited in the bibliographic review Section 1.4. The present

work is dedicated to this topic of study.

The proposed methodology will be covered in Chapter 3. It uses several tools

already consolidated in the literature, some of which needed to be modiĄed to work

according to the proposed objectives. At other points, it was necessary to create new

codes to complete tool gaps in the methodology. Such adaptations and conceptions of new

codes will be properly presented throughout this work.
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As partial and speciĄc objectives of the present work, we mention:

• Creation of a database of aerodynamic proĄles and further reĄnement of these;

• Extension of the aerodynamic proĄle database through its analysis using the panel

method in terms of aerodynamic coefficients and geometry characteristics like area

and moments of inertia;

• Coupling the database to propeller aerodynamic performance analysis tools;

• Coupling structural analysis tools to the analysis algorithm;

• Expansion of the analysis algorithm through its coupling with genetic optimization

algorithms;

• Development of objective functions and constraints for application of test cases;

• Propeller optimization study through dimensionless aerodynamic parameters;

• Propeller optimization for a given conventional mission;

• Mission operational optimization through multiple rotational propeller speeds and

comparison with Ąxed rotational speed;

• Use of structural vibration constraints in operational optimization through Campbell

Diagram.

As can be seen in the subsequent literature review Section (1.4), the present

work takes the courses of the aforementioned research, using tools already extensively

tested such as the BEMT methods and evolutionary algorithms. However, new points of

interest are added to the Ąeld of studies, such as the use of new multi-objective functions,

with structural and geometric constraints, and, unlike the studies analyzed, is added

to the discussion the importance of selecting appropriate aerodynamic airfoils through

an extensive database with generated data from airfoils available in the literature. The

proposed method, as well as other works, starts from the importance of designing a

propeller considering which motor-propulsion group it will be used in and not just in the

optimization of an isolated propeller. This work also uses the developed method to generate

a propeller for a typical mission. Among the various propellers generated through optimizer

algorithms, one of them is chosen to carry out an operational optimization, aiming to

further reduce the required Ćight power levels and, therefore, reduce the consumed fuel

and the emission of pollutants. In addition, the work also studies the relation between

the energy required in a conventional mission with three different rotational speeds of the

propellers against the energy required in multi-rotational speeds situations.
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1.3 Propeller Performance Analysis Tools

There are different methods in the literature for propeller design and analysis based

on different levels of sophistication. In general, the main objective of these methods is to

evaluate the performance of these elements in terms of thrust, torque, power, and efficiency.

They describe themselves, very concisely in this Section, some of these methods.

1.3.1 Analytical models - Actuator disk and blade element theory

First, the analytical model is known as the actuator disk theory is mentioned (or

the amount of linear motion), and the blade element theory (BET), as well as hybrid

formulations of these two theories (Blade Element Momentum Theory - BEMT).

The Ąrst, developed for marine propellers by Rankine [24] and Froude [25], follows

the basic principle of operation of a propeller, which is to supply the air that passes

through it a certain amount of movement, taking advantage of the reaction generated to

accelerate a body against air displacement.

Tracing a brief history, a great contribution to the development of rational theories

for the study of propellers came from the work of Prandtl. The latter developed, to

incorporate the effects of circulation to the wings of airplanes, the theory of the lift line,

which was later assimilated into the propeller theory. Betz in 1919 showed that the loading

distribution for propellers slightly loaded and considering the condition of minimum energy

loss, that is, with constant vorticity along the bladeŠs mat, cause the detached vortexes to

form a regular helical mat that moves without deforming in the propeller mat [26, 27, 28].

The idea of sectioning the blades into inĄnitesimal elements and integrating the elementary

forces to obtain the global aerodynamic parameters was Ąrst proposed by Drzewiecki [29].

In 1935, Glauert presented a methodology that incorporates two basic models: Actuator

Disk Theory and Blade Element Theory [30]. In 1948, Theodorsen proved that it is

possible to obtain the distribution of the lift coefficient in the blades for different loading

levels by analyzing the helical vortex sheet on the belt away from the propeller when

considering the contraction of the belt [31]. It is worth mentioning that TheodorsenŠs

work is a milestone in propeller theory.

It is noteworthy that these formulations do not demand a lot of computational

resources, but they are quite limited when more complex analyzes are desired.

1.3.2 Models in computational Ćuid dynamics

At the top of the hierarchy are models that consider viscous Ćows, three-dimensional,

incompressible, and/or compressible. These Ćows are described by Navier-Stokes partial

differential equations. The simulations of this nature are called computational Ćuid

dynamics (CFD) and are made with the aid of computational resources.
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In CFD, Navier Stokes equations are solved using discrete methods, the most

traditional of which are the Ąnite element method (FEM), the Ąnite difference method

(FDM), or the Ąnite volume method (FVM). Generally speaking, these methods transform

the partial differential equations and their initial and boundary conditions in an algebraic

system of equations.

The main concerns of the aforementioned methods are to use speciĄc algorithms

that address the inherent problems of discretizing Navier Stokes equations. Among these

problems, the non-linearity of the advective term stands out, the pressure-velocity coupling

problem, the interaction problems between the Ćuid and the structure in motion, and,

according to the Reynolds parameter, the insertion of turbulence that contemplate the

various temporal and spatial scales.

In addition to these questions, for the object of study of this research, the issue

of compatibility of interfaces also stands out. For the execution of simulations involving

rotating elements, as is the case of the propeller, it is necessary to deĄne at least two

different domains; one is stationary, the other rotating. For the simulation to be possible,

it is necessary to make the interfaces common to different domains compatible. Due to

rotation, it becomes necessary to account for the relative movement of multiple rotors and

stators, either by direct topological changes in the mesh or by geometric simpliĄcations

[32].

CFD, due to its complexity, requires appropriate computational resources due to

high processing costs. In addition, for the practice of engineering, the cost of the simulation

must be low enough to allow detailed studies of conditions outside the design, optimization

of the geometric shape, robust design studies, etc [32].

The literature also provides hybrid models resulting from the combination of the

models mentioned above. Malkie et al. [33], for example, proposed a CFD-BEMT coupled

model to evaluate the performance of a multiple tidal stream turbine. Bahmari et al. [34]

presented a multi-Ądelity shape optimization of the hydraulic turbine in which a surrogate

model permits to select, among all feasible solutions, a few promising solutions which are

transferred to the high-Ądelity phase to warrant robustness to the simulations.

However, when compared to the other approaches, the advantages of its versatility

and Ćexibility, as it allows the solution of some problems that mathematically do not have

an exact analytical solution as well as enables this study to be applied to geometries and

often complex cases. This is the main attraction for the use of these tools, and it is in this

context that this research is inserted.
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1.4 Literature Review

This Section presents some work on propeller performance consulted during the

research. Emphasis is given to work in propeller analysis and optimization, BET and

BEMT models, propeller structural analysis, and CFD for the most varied applications.

Many, as can be seen, corroborate the methodology used in the research.

Firstly, in works that use analytical models, such as the theory of the actuating

disk and the theory of the blade element, the valuable contribution of Wald [26] stands out.

This author makes a compilation of the main works that contributed to the improvement

of this methodology, which, up to the present day, is still used in projects and research for

providing reliable results, at a low computational cost.

Several works are found in the literature that combines aerodynamic concepts with

optimization platforms. Optimization problems, in turn, can be developed to meet a single

expected objective or, promisingly and interestingly, multiple objectives, many of them

conĆicting.

Some of these efforts are concentrated on airfoil shape optimization. For example,

multi-objective optimization problems concerning a class of viscous transonic airfoils are

discussed by Pulliam et al. [35], presenting a comparison between a genetic algorithm

and adjoint methods. The results show the optimization trade-off between drag and lift

as conĆicting objectives. Multi-objective design optimization for a three-element airfoil

consisting of a slat, the main wing, and a Ćap was carried out by Kanazaki et al. [36].

The conĆicting objective functions were the lift coefficient at the landing and near stall

conditions, both to be maximized simultaneously. The genetic algorithm was used as the

search engine.

Parashar et al. [37] discussed the self-organizing maps (SOM) and design selection

for the multi-objective design of airfoils. The optimization of an airfoil is performed

concerning lift and drag coefficients, taking into account the uncertainties in Mach number

and angle of attack. A methodology for the multi-objective optimization of natural laminar

Ćow airfoils using a kriging-assisted multi-objective genetic algorithm was proposed by

Cameron et al. [38]. The design methodology was able to Ąnd a set of Pareto optimal

wing sections showing low drag and extended regions of laminar Ćow at the cruiser and

loiter Ćight conditions. Benini et al. [39] presented a multi-objective and multipoint

optimization problem analyzing a multi-element airfoil used in high-lift devices searching

for optimal shape setting slap and Ćap as design variables. The objective is to improve its

aerodynamic performance at take-off and landing operations.

Ribeiro et al. [40] employed single and multi-objective genetic algorithms with an

artiĄcial neural network as a surrogate model, coupled with a CFD solver, to optimize airfoil

shape. In [41], a multi-objective optimization based on kriging models was investigated
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to reduce the airfoil trailing edge noise while maintaining the aerodynamic performance.

Koziel and Leifsson [42] presented a multi-objective design of transonic airfoil shapes

using a multi-objective evolutionary algorithm (MOEA). The proposed method adopted a

fast surrogate model of the airfoil with kriging interpolation of low-Ądelity CFD airfoil

simulations. Kovačević et al. [43] provided an artiĄcial intelligence method (genetic

algorithm) to optimize the rotor blade airfoil. This research was followed by aerodynamic

analysis via BEMT and CFD, structural analysis, and experimental tests in a manufacturing

composite propeller.

Regarding propeller optimization, Chang and Sullivan [44] and Cho and Lee [45]

proposed a single-objective optimization of the pitch and the pitch and chord, respectively,

of propeller blades. Both intended to maximize the propulsive efficiency under the

constraint of constant power consumption. The VLM was used to obtain the aerodynamic

parameters.

DorĆing and Rokhsaz [46] presented a procedure for deriving the Euler-Lagrange

equations for propeller blade twist optimization, searching to maximize efficiency. The

propeller aerodynamic performance model was the BET, coupled with the vortex theory

of Goldstein [47]. Schatz et al.[48] proposed a multi-criteria optimization of an aircraft

propeller considering manufacturing in carbon Ąber-reinforced polymers.

Using BEMT and CFD approaches, Toman et al. [49] proposed a blade shape single-

objective optimization of an aircraft propeller using space mapping surrogates, in which the

propeller blade shape optimization was discussed, searching for the maximum aerodynamic

efficiency with a minimal number of high-Ądelity model evaluations. Alshahrani [50],

using the BEMT model, investigated the variable pitch propeller and the inĆuence of the

number of blades, formulating an optimization problem of a propeller design for small

hybrid-electric propeller aircraft.

The multi-objective aeroacoustic optimization of an aircraft propeller was discussed

by Pagano et al. [51] considering the noise emission at take-off and the cruise efficiency.

A CFD approach, with a suitable physics-based surrogate model based on the complete

potential equation that can predict the inherently unsteady Ćow Ąeld on a helicopter rotor

at different Ćight conditions, was used.

Marinus et al. [52] adopted a differential evolution algorithm to perform a multi-

objective optimization of transonic propeller blades combined with CFD simulations.

The design variables were the control points of B-spline parameterizations of the radial

distributions of the sweep, twist, chord, and thickness and the points controlling the shape

of the two airfoils used to manufacture the blade. The propeller power and the propeller

plane were the objective functions, both in the cruise and take-off/landing conditions.

MacNeill and Verstraete [53] presented a multi-objective optimization of propellers



23

for a hybrid electric fuel cell-powered unmanned aerial system. A multidisciplinary

optimization method used an empirically correct electric motor model, an extended BEMT

theory aerodynamic model, and an Euler-Bernoulli beam structural model. Pareto fronts

showed the trade-off between the propeller and motor efficiencies for optimal endurance

and range conditions for the aircraft. In addition, Pareto optimality between aircraft

endurance and both climb-rate and maximization of Ćight velocity was investigated.

Pareto sets were obtained by Slavik et al. [54] to Ąnd the optimal propeller, using

the vortex blade theory. The objective was to Ąnd the best performance with a Ąxed

propeller (i.e., high maximal horizontal and cruise speed, short take-off, and high rate of

climb).

This brief review highlights several researchersŠ contributions to multi-objective

optimization of various thermodynamic systems. Ganesan et al. worked on a Gas Turbine

- Absorption Chiller system optimization with many objectives [55]. Gul et al. proposed a

multi-objective optimization approach for industrial gas turbines fueled by natural gas

[56]. Sadegui et al. analyzed the effects of thermophysical and thermomechanical recovery

in a combined gas turbine and organic Rankine cycle system based on the methane steam

reforming process [57]. They used a genetic algorithm for multi-objective optimization.

Ding et al. proposed a multi-objective optimization for a microgridŠs integrated renewable,

power-to-gas, and solid oxide fuel cell/gas turbine hybrid system [58].

In the Ąeld of experimental tests, we Ąrst mention the work of Witkowski [59]

who designed and rehearsed the propeller in a wind tunnel they called Purdue. Also,

noteworthy are the works of Brandt and Selig [60] and Deters et al. [61]. In the latter,

there is a detailed description of the tests and results performed for different propeller

models, which include propellers designed and tested by the authors themselves. On the

website https://m-selig.ae.illinois.edu/props/propDB.html it is also possible to obtain

detailed information on the experimental campaigns, geometric models, and results of the

propellers tested by the team.

As works related to the keywords: propeller analysis and optimization, BEM and

BEMT models, propeller structural analysis, and CFD, the following stand out:

• Nouri et al. [62]: the authors of this work seek the optimization of a marine counter-

rotating propeller through genetic algorithms and the Kriging method. Through a

coupling between the Kriging method, the genetic algorithm, and a CFD tool, it is

possible to determine the hydrodynamic performance of the propellers and execute

the optimization process. Using an iterative process, the geometries are analyzed,

and the results are added to the initial population. The results obtained by the

authors were considered efficient, and the algorithm developed can be used as an

optimization package for marine propellers.
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• Lee and Lin [63]: this work designs a composite material propeller that works in

different operating ranges. The propeller deformation is determined according to

the Ąber orientation of the material used. Through structural calculations using

the Ąnite element method and CFD, it is possible to determine the deformation

experienced by the propeller, as well as its aerodynamic performance. Through

genetic algorithms, it is possible to determine the best stacking arrangement for the

propeller.

• Gur and Rosen [64]: in this research, a new propeller design method involving aero-

dynamics, structural, and acoustic analysis was proposed. Through the combination

of several analysis tools, three different optimization schemes are proposed. The

developed method, which can be applied to the propeller design of ultralight aircraft,

is compared to the classic BetzŠs condition method and has good performance. The

method shows the importance of considering the entire propulsion system and not

just the propeller.

• Hallak et al. [65]: this work applies methods ranging from low-Ądelity to high-

Ądelity methods. The authors used a 14×7 APC propeller to test these methods.

This propeller was experimented in a wind tunnel and later its geometric modeling

was performed on a 3D scanner. The BEMT and CFD methods were used to

analyze their aerodynamic characteristics. In CFD, two different methods were used:

Frozen Rotor (FR) using ANSYS-CFD and Arbitrary Mesh Interface (AMI) using

OpenFOAM. The turbulence model used was the k − ω SST and the inĆuence of

the transition laminar-turbulent boundary layer model was also investigated through

the Gamma Theta transitional method. When comparing the computational tests

with the physical experiment, it was observed that the analysis method has a strong

relationship with the Reynolds number. At low speeds, the BEMTs approached

physical experiments. BEMT linear model overpredicted the power and efficiency

for a high advance ratio, while BEMT with three-dimensional Ćow equilibrium

presented consistent results with a low computational cost. On the other hand, the

CFD-AMI model shows better results for higher advanced ratio velocities, but is

computationally more expensive. The CFD-FR model maintains a constant pattern

of error that, in the analysis of efficiency, did not compromise the results.

• Sodaj and Kosel [66]: the objective of this research is to demonstrate that the propeller

design based on BEM models can adequately provide distributions of important

amounts of aerodynamic performance, such as thrust and power distribution. To

know how valid these distributions are, CFD analysis is used. Surprisingly, the

authors are faced with better matches of the BEM method to the experimental data

than those obtained through CFD. The authors also suggest that, according to the

results obtained in the study, there is potential for the use of BEMs in Ćuid-structure
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predictions and believe in coupling these methods to structural solvers in order to

create a rapid-design analysis tool for propellers and other rotary-wing devices.

• Gaggero et al. [67][68]: through the combination of a Boundary Elements Method

algorithm, a viscous solver based on a RANSE (Reynolds Averaged NavierŰStokes

Equation) approach, 3D parametric description of the propeller blade and a genetic

algorithm, the geometry of a new propeller is generated to improve propulsive

efficiency and improvements related to the cavitation phenomenon. The created

algorithm works through engine-propeller matching that, when a new propeller is

deĄned, the maximum possible speed is identiĄed as well as the engineŠs operating

point. A group of optimal propellers is obtained, and their results are validated

through the BEM method. Through the complex Ćow Ąelds generated, one of the

optimal geometries is chosen. The improvements observed in a cavitation tunnel and

a substantial increase in maximum speed in tests carried out at sea using high-speed

craft prove the reliability of the design process.

• Cho and Lee [45]: in this work, an optimization technique was developed to determine

an optimum propeller shape considering the efficiency improvement. The method

satisĄes the constraints of keeping the power coefficients and the activity factor

constant. A lifting line theory (vortex lattice method) and a surface theory lifting

(panel method) are used to calculate the aerodynamic efficiency parameters of the

propeller. The authors used chord length and twist angle as design variables. The

optimization is validated by comparing the results with other numerical schemes.

Optimizations are proposed for different propellers, such as the SR-3 and SR-7.

• Jiang et al. [69]: the authors of that work apply Non-dominated Sorting Genetic

Algorithm-II (NSGAII) to the design of propellers and couple the method of Ąnite

elements with the method of panels to perform Ćuid-structure interaction. In the

multi-objective optimization methodology, objectives related to efficiency, unsteady

force, and mass were used in addition to certain constraints. The effectiveness and

robustness of the method are validated when executing the code with different initial

values and converging into similar results. The authors believe that the proposed

method is a promising tool for the future of more efficient propeller designs.

• Herath et al. [70]: this work uses an optimization scheme using a cell-based Ąnite

element method (CS-FEM) combined with a genetic algorithm. The optimization

algorithm and the codes developed in this work were implemented under a variety

of parameter conĄgurations and compared to the need to obtain a propeller with

passive pitch variation ideally. Recommendations are also presented for the required

thickness of the propeller blade to achieve the optimal performance of the Ćexion-

torsion coupling without resulting in large tilt deformations.
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• Stuermer [71]: a series of CFD simulations are conducted by these researchers, with

the main purpose of investigating the effects of other surfaces, such as airplane

fuselage, axle, and wing, on the efficiency of the system. Basically, two conĄgurations

were analyzed and compared: an isolated propeller with an axisymmetrical nacelle

and another propeller with a symmetrical axis nacelle mounted in the middle of an

untwisted wing with a symmetrical airfoil. The simulations were carried out in the

DLR TAU program, as a Spalart Alamaras turbulence model (equation model). The

compatibility of the surfaces of the rotating and stationary domains is done through

a technique they call Chimera, which is based on the use of several grids that have

overlapping regions and where the variables required in a limit node are obtained by

interpolations from the values of surrounding cells.

• Beaudoin and Jasak [32], Jasak and Beaudoin [72]: the importance of these articles

is in the implementation of techniques for handling interfaces, then called GGI

(Generalized Grid Interface), which allows the coupling of the rotating and stationary

domains. The presented algorithm presented was developed for the OpenFOAM

platform. The main advantage of the presented technique is that there is no need

to adjust the mesh topology at the interface between two meshes. Instead, a set of

weighting factors is assessed to properly balance the Ćow at the GGI interface.

• Park [73]: this study refers to the structural and aerodynamic designs of propeller

blades for a turboprop aircraft. The structural design contemplates the aerodynamic

loads that cause Ćexion, torsion, and shear, in addition to vibrations. Aerodynamic

loads are obtained through CFD simulations in the ANSYS-Fluent program, RANS

-SST turbulence model. The 8-blade propeller model is studied using the MRF

technique (Moving Reference Frame). An isolated, Ćexible paddle is analyzed using

a Ćuid-structure interaction package to verify the possibility of the occurrence of

vibrations induced by the Ćow.

• Mohamed [74]: the object of study of this work is wind turbines, and its main

objective is to reduce the aeroacoustic effects caused by the rotation of the blades.

The aerodynamic effects to assess the noise generated by the blades are obtained by

means of CFD simulations in the ANSYS-FLUENT program, with URANS k - ε

(Unsteady Reynolds Averaged Navies Stokes) turbulence model and SMM technique

(Sliding Mesh Model) to allow the blades to move.

• Kutty and Rajendran [75]: in this work, the CFD is applied to a small-scale, Ąxed-

blade APC propeller (advanced precision composites), APC 10 × 7. The commercial

program ANSYS-Fluent, model of turbulence k- ε, MRF technique to consider

propeller rotation. The presented modeling presented good results in terms of thrust,

power, and efficiency.
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• Mizzi et al. [76]: this work presents an optimization methodology in propellers

of marine vessels through CFD analysis. The commercial program Star-CCM,

turbulence model RANS k - ω was used, and, for the movement of the system, the

MRF models.

• Chirico et al. [77, 78]: investigating the aeroacoustic effects caused by the rotation of

the propellers, in a model coupled to the propeller and fuselage. The main objective

is the coupling to an optimization platform aiming at a comfortable acoustic model

for users. To this end, a particular CFD code, three-dimensional modeling, and

an arbitrary Lagrangian algorithm is used to allow border movements. Apply

URANS turbulence models and a hybrid of these with LES formulations (Large

Eddy Simulation).

• Król and Tesch [79]: this work is dedicated to the study of marine vessel propellers.

It uses the OpenFOAM platform, k - ω turbulence model, and an MRF module. The

results are validated with the experimental ones in a water tank whose experiments

were carried out by the authors themselves.

• Sodja et al. [80]: this work investigates the effects of Ćuid interaction of Ćexible

propeller blades, using two approaches: one uses the BEMT method coupled to

structural dynamics models, while the second uses CFD coupled also to structural

dynamics models. The CFD simulations were carried out in ANSYS-CFX, with a k

- ε turbulence model and rotating reference frame techniques, a simpliĄcation of the

MRF for the rotation-only movement. An important conclusion of this work, which

can serve as a reĆection for future work, is that the rate of advance becomes an

invalid measure of similarity in the case of Ćexible propeller blades and the behavior

of such blades can change signiĄcantly with changing operation conditions, keeping

the feed rate constant.

• Hoyos et al. [81]: this paper proposes an aero-structural algorithm to reduce the

energy consumption of a propeller through a propeller design method coupled

with Particle Swarm Optimization. The prediction of aerodynamic performance

is performed using the Blade Element Momentum Theory tool, which in turn is

fed with aerodynamic data of airfoils obtained from XFOIL. Data is validated in

OpenFOAM. A model based on the Euler-Bernoulli beam theory, validated through

Finite Element Analysis, is also used. A case study is conducted where chord and

pitch distributions are compared to those predicted by vortex theory. Tests were

conducted in a wind tunnel to validate the use of the algorithm by comparing them

with CFD and XFOIL optimal propellers. Finally, the optimal CFD propeller is

compared with a commercial propeller of the same diameter, pitch, and operational

conditions, showing greater thrusts and efficiency.
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• Zhang et al. [82]: the authors propose the use of the adjoint method to solve the

Navier-Stokes equation and optimize the aerodynamic conĄguration in order to in-

crease the precision and efficiency of a propeller design. The wing-body conĄguration

was used to validate the basic solver and the rotational effects were added to the

model through the moving reference frame method, which is able to increase the

accuracy and efficiency of the model. The optimization was performed in order to

maximize the thrust coefficient based on the gradient solver. The torsional moment

of the wing-root was used as a constraint. The distribution of twist angles and

chord length and the blade airfoils were selected as design variables. The inĆuence

of twisted angle distribution was studied, and the results demonstrated an optimal

location according to common knowledge that high twisted angles lead to high wing

loads. The chord length distribution, which changed the contour line of both leading

and trailing edges of the blade, improved the propeller performance by reducing the

cross-Ćow. The optimization of the bladeŠs airfoils was also carried out, generating a

3.28% enhancement of thrust efficiency.

• Yang et al. [83]: in this paper, the authors used the discrete adjoint method to

optimize a cluster of airfoils in a three-dimensional state. Through parametric

perturbations and Ćow pattern reconstruction method, optimizations were performed

in the twist angle and chord length distribution. It was found that the precision of

the method is consistent with Computational Fluid Dynamics and with experimental

data, indicating that the method combines high Ądelity and low computational costs,

accurately quantifying the inĆuence of complex and three-dimensional characteristics

of the Ćow, and providing a reference for the propeller design of a high altitude long

endurance UAV.

• Koyuncuoglu and He [84]: this work is focused on the aerodynamic efficiency of

electric vertical take-off and landing (eVTOL) aircraft. The aerodynamic efficiency

of propellers and wings has a great inĆuence on the overall performance of this

type of aircraft, however, these elements are usually considered separately. The

authors propose a method to simultaneously optimize the wing-propeller assembly.

Computational Fluid Dynamics solvers were used to simulate the two elements

through separate meshes, and then the adjoint method was employed to compute

the derivatives and couple them with a gradient-based optimization algorithm. The

objective function of the optimization used was the propeller power consumption

and the design variables were the wing shape and twist, propeller center, twist,

chord, outer radius, and rotation speed. Constraints related to force balance and

geometric properties were also used. A power reduction of 18.3% was obtained, and

all constraints were met.

• Geng et al. [85]: the authors of this work carried out an optimization considering
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aerodynamic and aeroacoustic performance simultaneously using artiĄcial intelligence.

A Deep Neural Network was selected to map the non-linear relationship between

the aerodynamic and aeroacoustic parameters, and the optimization was performed

through the implementation of a deep reinforcement learning algorithm called Deep

Deterministic Policy Gradient (DDPG), to which was also added a DNN-Ądelity based

surrogate Multi-Model (TL-MFDNN) with Transfer Learning between pre-trained

and re-trained processes. When comparing the optimizations with TL-MFDNN

surrogate model based and DDPG using direct Computational Fluid Dynamics

simulation, the computational cost was reduced by 77.3% and the optimized propeller

had a maximum noise reduction of 1.69dB with negligible performance reductions.

• Guan et al. [86]: the authors used an integrated method combining Fluid-Structure

Interaction (FSI), Design of Experiment (DoE), and Non-dominated Sorting Genetic

Algorithm II (NSGAII) to improve the efficiency quality of marine propeller design.

The radial distribution of the skew, chord length, pitch, and camber were used

as design variables, guaranteeing the thrust coefficient and structural strength of

the propeller. Finally, a propeller with higher efficiency, higher thrust, and safer

structure was obtained, showing that the design method is suitable for practical

engineering applications.

• Doijode et al. [87]: in this work, the authors present a method to improve the

computational cost of optimizing marine propellers by reducing the number of

evaluations using machine learning. The search is directed toward three types of

clusters: the Ąrst with designs with performance of interest and low cavitation,

the second with performance not of interest and high cavitation, and the third

with designs whose performance cannot be determined using the Boundary Element

Methods. For simple cases of single-optimization to maximize efficiency, these

clusters can be identiĄed with unsupervised classiĄers, while for multi-objective

cases it is necessary to use supervised classiĄers. Due to multicollinearity, classic

design variables such as chord length, pitch, skew, rake, thickness distribution, and

camber of hydrofoils cannot be visualized. In this way, a new orthogonal parametric

model is proposed where its parameters are directly derived from the propeller blade

mesh. It is expected that the orthogonal parameters have a stronger correlation with

the performance predictors of Boundary Element Methods or Computational Fluid

Dynamics than with the classical variables, since the blade surface mesh is used as a

boundary condition to solve the governing equations. The authors demonstrate that

the method performs well and that the proposed clusters can be identiĄed after some

evaluations, however, reducing the cost of optimizations results in a trade-off with

the completeness of the search. A demonstration of the method is also performed on

a simple fully wetted Ćow case of the benchmark Wageningen B-4 70 propeller with
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P/D=1.0, allowing back-of-the-envelope veriĄcation and validation of our results.

• Meng et al. [88]: in this work, the authors point out that for wind turbines to

become more efficient, the related systems need to get bigger and bigger. As the

size scale increases, the natural frequencies of the blades decrease, and the inĆuence

of rotational speed increases. In this way, a comprehensive study of the centrifugal

stiffening effect on the structure of the blades is carried out. The work is based

on the wedge beam model and Rayleigh-Ritz method and the natural frequency

variation curves are obtained through the ANSYS software. As parameters that

affect the natural frequency were pointed out: blade length, stiffness-mass ratio,

and aspect ratio and it was found that the centrifugal stiffening effect exerts an

important impact inĆuence on the fundamental frequency of the blade, being 10%

for NREL 5 MW.

1.5 Scope

This Chapter presents the topic studied, the motivation for its study, its importance,

and the objectives to be achieved.

In the second Chapter, theoretical concepts important for understanding the work

will be presented. Among these topics are fundamental propeller concepts, analysis

methods, and multi-objective optimization concepts.

In the third Chapter, the methodology used for the construction of this work will

be presented.

In the fourth Chapter, the codes and software used for the development of this

work will be presented.

In the Ąfth Chapter, it will be analyzed how the optimization code was developed,

as well as how the algorithms were coupled.

In the sixth Chapter, the elaborated experiments and their results are presented,

which are commented on.

In the last and Ąnal Chapter, the Ąnal comments will be made, as well as proposals

for future work.
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2 Theoretical Background

2.1 Propeller Performance

This Chapter is dedicated to describing the principles of propeller operation, its

main geometric characteristics, and how it is evaluated in terms of its performance.

2.1.1 Propeller Operating Principles

An aircraftŠs propeller consists, commonly, of two or more blades connected to the

central hub, in which these blades are Ąxed. When rotating, the blades ŞcutŤ the air and

create an aerodynamic effect, similar to wing lift, that is, the circular displacement of the

blade in the air causes a low pressure on the back of the blade, and high pressure on the

face, generating thrust.

During the operation, the propeller rotates and advances in the same way as a screw.

At each turn, it advances a certain distance, which is called the propeller pitch. Therefore,

they are classiĄed as Ąxed-pitch or variable-pitch propellers. Fixed pitch propellers are

generally one-piece and with their blades Ąxed to the cube, forming a single piece. The

variable pitch propellers have their blades installed in the hub and can be moved to change

their angle.

The purpose of varying the blade angle is to maintain an optimal angle on the

propeller blades, while the planeŠs speed varies, maximizing its efficiency. A small blade

angle of attack performs well in relation to drag, but generates little momentum, while

large angles have the opposite effect. The best angle blade attack is when they act as

small wings, generating more lift than drag.

The propellerŠs function is to absorb the power produced by the engine, transmitting

it to the air that passes through the propeller disk. This energy is used to accelerate the

air, generating thrust force on the propeller blades. If the ability to absorb power from

the propeller does not combine properly with engine power, both become inefficient.

Propeller slip is the difference between the geometric pitch and the effective pitch

of the propeller. The geometric pitch is the distance that a propeller should advance in

a revolution. The effective pitch is the actual distance traveled by a revolution of the

propeller.

2.1.2 Geometric Features of Propellers

The geometric characteristics of a propeller can be divided into aerodynamic proĄle

geometry and propeller geometry itself. The following Subsections will address these

topics.
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2.1.2.1 Airfoil Geometry

According to Anderson [89], the aerodynamic proĄle is the geometric shape of the

propeller section. A propeller can contain only one proĄle over its entire length, as well as

a combination of several proĄles. The dimensions used to deĄne a proĄle can be seen in

Figure 5.

Figure 5 Ű Airfoil geometric dimensions - Withdrawal of http://www.akiti.ca/

NACA4Bkgrnd.html - available on 06/28/2023

The mean camber line is the average between the upper and lower surfaces of the

airfoil. The forward region is known as the leading edge, while the opposite region is

known as the trailing edge. The straight line between these two regions is the chord line.

The length of this line is known as the chord, c. The maximum distance between the

chord line and the camber line is known as the maximum camber (Cmax), and the position

where it is found is known as XCmax. The thickness of the proĄle is the maximum distance

between the lower and upper surfaces measured perpendicular to the chord line.

NACA (National Advisory Committee for Aeronautics), NASAŠs predecessor,

created a four-digit system to describe numerous aerodynamic proĄles. Subsequently, a

Ąve-digit system was created. The dimensions used to deĄne a proĄle can be seen in

Figure 5. The four digits of the aerodynamic proĄle are:

• 1º Digit: Maximum camber (Cmax) in percentage terms.

• 2º Digit: Maximum camber position (XCmax) in percentage terms.

• 3º e 4º Digits: Percentage thickness.
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2.1.2.2 Propeller Geometry

The diameter (D) of a propeller is deĄned as the distance from end to end, and the

radius (R) is deĄned as the distance between the center to one of the tips of the propeller.

The chord (c) and the torsion angle (β) are deĄned as functions of the radial position (r)

of the propeller. These parameters can be seen in Figure 6.

Figure 6 Ű Geometric parameters of a propeller - Withdrawal of http://www.

mh-aerotools.de/airfoils/prophist.htm (available on 06/28/2023)

The pitch of the propeller is deĄned as the distance it advances after a revolution.

Figure 7 shows the step deĄnition.

Figure 7 Ű Propeller pitch - Withdrawal of http://www.propellerpages.com/?c=

articles&f=2006-03-08_what_is_propeller_pitch (available on 06/28/2023)
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2.1.3 Performance Parameters

The performance parameters of a propeller are usually dimensionless. According

to Brandt and Selig [60], the efficiency of a propeller is given by:

η = J
KT

KP

(2.1)

where J is a nondimensionalisation of the velocity called the advance ratio and given by:

J =
V

nD
(2.2)

where V , n, and D are, respectively, the forward speed, rotation, and diameter of the

propeller.

The coefficients of thrust (KT ) and power (KP ), present in Equation 2.1, are

deĄned as:

KT =
T

ρn2D4
(2.3)

KP =
Power

ρn3D5
(2.4)

Where ρ is the air density, T is the thrust generated and Power is the power

absorbed by the propeller.

Usually, the efficiency of a propeller is plotted against the advance ratio, as shown

in Figure 8.

Figure 8 Ű Propeller efficiency by the rate of advance - Adapted from http://www.

blackholes.org.uk/PP/e1low.gif (available on 06/28/2023)
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This information is relevant to Ąnd the ratio of progress with the highest efficiency

value. In order for the propeller to be considered suitable for an aircraft, it is important

that its maximum efficiency occurs at an advance ratio that corresponds to an important

speed of the aircraft, such as, for example, the cruising speed.

The increase in the pitch of a propeller causes the efficiency curve to shift to the

right, increasing the advance ratio at maximum efficiency, as shown in Figure 9.

Figure 9 Ű Propeller efficiency due to the advance rate for different steps - Adapted from
[1]

The values of the efficiency (2.1), thrust coefficient (2.3), and power coefficient (2.4)

as a function of the advance ratio are obtained through information on the thrust and

torque resulting from the propeller operation. These values are obtained experimentally or

through one of the tools presented in Subsection 1.3, which are the Blade Element Theory

and its variations, and the computational Ćuid dynamics.
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2.2 Propeller Analysis Models

2.2.1 BET and BEMT Methods

The BEMT method was developed from two other methods: the Actuator Disk

Theory and the Blade Element Theory.

In the Actuator Disk Theory, the propeller is considered to have inĄnite blades and

can be seen as a circular disk. The Ćuid is also considered to be inviscid, incompressible,

and uniform throughout the disc. However, any rotational movement in the slipstream

and frictional drag of the blades is neglected. The layout of the model is represented in

Figure 10

Figure 10 Ű Blade Element Theory model, adapted from [2]

According to BernoulliŠs equation:

p∞ +
1
2
ρV 2

∞
= p’ +

1
2
ρV 2 (2.5)

For the front of the disc:

p’ + ∆p+
1
2
ρV 2 = p∞ +

1
2
ρV 2

1 (2.6)

And to the rear part of the disc:

∆p =
1
2
ρ(V 2

1 − V 2
∞

) (2.7)

The incompressibility hypothesis simpliĄes the analysis. Developing, it is obtained

that the thrust is given by:

T = A∆p =
A

2
ρ(V 2

1 − V 2
∞

) (2.8)
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Where A is the disk area.

Thrust can also be written as:

T = AρV (V1 − V∞) (2.9)

Equating the two formulations for thrust, we obtain:

V =
V1 − V∞

2
(2.10)

DeĄning the speed increase on the disk as an induced speed Va:

V = V∞ − Va (2.11)

V1 = V∞ + 2Va (2.12)

Therefore:

T = 2AρVa(V∞ + Va) (2.13)

Then, the disk is divided into annular elements, and for each annular element,

there is an elemental torque and an elemental thrust. To Ąnd the total thrust and torque,

elemental fractions must be integrated throughout the disk (Figure 11.

Figure 11 Ű Division of the actuating disc into annular elements

As limitations and inaccuracies of the Actuator Disc Theory:

• Does not consider the energy of rotation of the air currents originated due to the

thrust;

• Does not consider the drag or friction of the propeller blades moving through the air;
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• Does not consider the non-uniformity of the thrust, with tip and hub losses;

• There is a loss of energy due to the Ąnite number of blades, since there is variation

in thrust at a given point over time;

• Does not provide information on how to size propeller blades to produce the desired

thrust.

The Blade Element Theory (BET) is a simpliĄed model for studying the performance

of a given propeller. At BET, the propeller is subdivided into small elements, and the

two-dimensional Ćow of each element is analyzed individually. The theory is based on the

assumption that there is no interference between adjacent elements.

Figure 12 Ű Scheming of the Blade Element Theory Model

As seen in Figure 12, the distance between the propeller axis and the centerline

of each element is given by r and the width of each subdivision is dr. R is the distance

between the axis and the tip of the propeller. c is the chord and ϕ is the torsion angle for

the section of each element.
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Figure 13 Ű Forces and speeds acting on the Blade Element Theory

The forces and speeds acting on each element can be seen in Figure 13. The radial

elements have their forces integrated throughout the radius of all the blades. The sum of

forces on all elements represents the total thrust and torque.

As limitations of the model:

• There is no interference between the blade elements;

• There is no Ćow in the radial direction;

• The tip effects are not taken into account.

The union of these two basic models, after some corrections, results in the BEMT

method.

2.3 Physical Modeling of Viscous and Incompressible Flows

When computer simulations are to be performed, some relevant issues must be

observed for the physical and mathematical modeling of the problems.

In this Section, a description of the approaches that allow the creation of a

computational model are discussed. To meet the demand for this research, the equations

for the continuous medium of Ćuid dynamics are presented below. The characteristics

of turbulent Ćows and some models that may represent this behavior are also presented.

The Section ends with a discussion on the continuum kinematics, where one must observe

changes in the referential caused by moving domains.
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2.3.1 Modeling Levels

When it is desired to formulate problems in Ćuid mechanics, as in any other science,

some approximations must be made. Such approximations qualify the different Ćow models

that exist and are carried out at different hierarchical levels. Hirsch [90] proposes the

following hierarchical classiĄcation.

• Reality Level: this corresponds to the descriptions used to portray the physical world,

comprising several scales from subatomic to astronomical. Fluids are linked to the

idea of the continuum, without reference to subatomic scale. Macroscopic quantities

can be treated as results of averages over many interactions between molecules using

empirical considerations, called constitutive equations. Based on this hypothesis

and the principles of conservation of mass, amount of movement, and energy, it is

possible to describe the behavior of Ćuids by Navier-Stokes equations.

• Time Level: corresponds to the required temporal resolution of the model. The

conservation equations can be obtained by integrating the conservation laws on all

time scales smaller than those necessary for analyzing the problem.

• Spacial Level: relates to the number of spatial variables used to describe the Ćow.

All Ćow is three-dimensional and, however, there are simpliĄed models that use

the averages of fundamental conservation laws along one or two spatial dimensions,

thereby reducing the complexity of the problem. An example of using two-dimensional

models comes from the shallow water equations [91]. These equations are applied to

Ćows in bays and ports.

• Dynamic Level: concerns the relative importance of the forces that govern the Ćow.

Depending on the importance of a given force, it can be disregarded, resulting in

a simpler mathematical description. In lubrication problems, where viscous effects

are dominant, the forces of inertia are usually neglected. In other cases, simpliĄed

models are applied in different Ćow regions.

• Level of Homogeneity: applicable to multiphase Ćows and Ćow in porous media. The

model equations are obtained by averaging the conservation equations in volumes

containing mixtures of different materials External data containing information about

the changes in mass, amount of movement, and energy at the material interfaces are

required.

Flow compressibility is an important consideration in Ćuid mechanics. Liquids are

typically treated as incompressible, while gases are considered compressible. However, this

classiĄcation is not deĄnitive as liquids still have some compressibility, and low-speed gas

Ćow can be approximated as incompressible.
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It is important to note that the question of compressibility is not limited to the

physical aspect alone, but directly affects the mathematical characteristics of the equations

that represent the model [92] and [93]. Flow compressibility can be inferred from the

Mach number, deĄned as:

Ma =
v

c
=

Ćuid speed
sound speed

(2.14)

It should be noted that for values of Mach number less than 0.3, the Ćow can, in

general, be considered incompressible [94].
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2.4 Multi-Objective Optimization

In most real engineering problems, in addition to several design variables, there is

also more than one objective that must be prioritized when carrying out a project. Due to

this aspect, there is a need to perform optimizations observing more than one parameter

of interest, called multi-objective optimization. Single-objective optimization aims to seek

only an optimal solution for only one objective function. In multi-objective optimization,

on the contrary, the objective is not to Ąnd a single optimal solution, but rather a set of

solutions that represent a dominant solution region of the problem. [95]

2.4.1 Multi-Objective Optimization Problem

The multi-objective optimization problem (MOOP) is deĄned through some com-

mon concepts:

• Design variables: these are the variables that the optimizer algorithm has the capacity

to work with in order to carry out the optimization;

• Objective functions: functions capable of evaluating the quality of a solution through

the design variables;

• Constraints: These are magnitude constraints imposed on the design variables. They

are usually related to physical, engineering, or economic limitations.

A Constrained Multi-objective Optimization Problem (CMOP) is formed by a set

of variables that will be varied throughout the optimization process, a set of objective

functions to be optimized, and a set of constraints that must be satisĄed for the solution

to be feasible. The problem can be written as follows [96]:

min

Z(x) = (z1(x), z2(x), ..., zn(x)), (2.15)

subject to

gj(x) ≤ 0, j = 1, ..., ng, (2.16)

hl(x) = 0, l = ng + 1, ..., nh (2.17)

ai ≤ xi ≤ bi, i = 1, ..., na (2.18)

where x = x1, ..., xna
is a na - dimensional variable project vector, Z(x) is a function

that returns a vector of values, g(x) and h(x) are constraints of inequality and equality.
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The variables a and b are the upper and lower limits of x; nobj, ng, and nh represent the

number of objective functions, inequality constraints, and equality constraints, respectively.

2.4.2 Dominance and Pareto-Optimality

The concept of optimality in multi-objective optimization is based on the notion

introduced by Francis Ysidro Edgeworth in 1881 and later generalized by Vilfredo Pareto

in 1896. In multi-objective optimization, ParetoŠs concept of dominance is used to compare

two feasible solutions to the problem [13]. The term Pareto front was coined to determine

a region with dominant solutions. A multi-objective optimization problem seeks to Ąnd a

particular Pareto front so that, allied to its experience, the designer or project responsible

is able to determine one or more solutions that best meet the problem resolution.

Figure 14 presents a schematic mapping of a general problem where a three-

dimensional variable space, that is, a problem with three variables, is injected into a

two-dimensional solution space, therefore, a problem with two objective functions:

Figure 14 Ű Schematic mapping of solutions in three-dimensional space to objectives in a
two-dimensional space - Adapted from [3]

Considering two different solutions, s1 and s2, s1 is said to dominate s2 (s1 ⪯ s2),

for minimization cases, if the following conditions are met:

• The solution s1 is better than or equal to s2 in all objective functions.

• The solution s1 is strictly better than s2 in at least one objective function.

Figure 15 illustrates the concept of dominance between two points. Points A and

B have different values of f1 and f2 and point B has both values less than A, so B ⪯ A.

A region of non-dominated solutions is called of Pareto-optimal set and represents the

solution to a multi-objective optimization problem [13].



44

Figure 15 Ű Scheme of dominance between two solutions - Adapted from [3]

As multi-objective optimization works with two or more search spaces, it is impor-

tant that the solutions are distributed satisfactorily in all of these. For this condition to

be achieved, therefore, it is necessary to obtain solutions in efficient ways, which can be a

task of considerable computational costs.

According to Azuma [3], there are three important goals in multi-objective opti-

mization:

• Obtain a set of solutions that is as close as possible to the Pareto front;

• Obtain a set of solutions with the greatest possible diversity, including criteria such

as uniformity in spreading along the Pareto front;

• Achieve the two previous goals with the greatest computational efficiency possible.

Figure 16 graphically represents the Ąrst two goals. As can be seen from the

representation, convergence, and diversity can be conĆicting and, for this reason, it is

necessary, when evaluating the performance of an algorithm, to use metrics that consider

both goals.
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Figure 16 Ű Diversity, convergence, and Pareto front concepts - Adapted from [3]

2.4.3 Evolutionary and Genetic Algorithms

Multi-objective Evolutionary Algorithms (MOEAs) have been the subject of studies

during the last decades and can be considered one of the most promising areas in the Ąeld

of evolutionary computing [97]. In the Ąeld of engineering, many researchers have devoted

themselves to the design and creation of evolutionary algorithms for solving multi-objective

optimization problems.

Genetic algorithms (GA), a class of evolutionary algorithms, are a set of stochastic

algorithms for efficient and robust search. GA simulates the biological evolutionary process

by applying genetic operations on chromosomes. From an initial population, evaluations

are carried out through objective functions and an appropriate application of genetic

operators such as selection, mutation, and cross-over. The Ćow of a GA is shown in Figure

17.
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Figure 17 Ű Flow chart of a binary genetic algorithm - Withdrawn from [4]

For the optimizations carried out in the present work, were adopted evolutionary

algorithms codes and later adapted to the MATLAB programming environment through

the PlatEMO Software [30]. These codes and tools will be addressed conveniently in

Chapter 4 and Chapter 5, respectively.
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2.5 Campbell Diagram

In this Section, solutions to consider the effects of propeller rotation and aerody-

namic effects in the Campbell Diagram will be discussed.

2.5.1 Rotation InĆuence

This Subsection aims to investigate how rotation affects the natural frequencies of

vibration in propeller blades. Ramberg [5] used the Rayleigh energy method to calculate

the inĆuence of rotation on natural frequencies, since for speeds of rotation of a practical

order, the shape of the deĆection curve is not appreciably changed by the centrifugal

force, and an accurate value may be obtained. Figure 18 shows how rotation inĆuences

the Ąrst two vibration frequencies for the type 32 propeller blade. The affine blade model,

developed by Theodorsen [98], is also presented in this work. This method proposes that

the frequency values for a blade can be found using a base model.

Figure 18 Ű Campbell Diagram for blade type 32 - Withdrawal from [5]

Lu et al. [6] presents a method for determining the natural frequencies from an

unmanned micro helicopter blade subject to rotation. The natural frequencies and mode

shapes of the blade for the helicopter are studied by using beam characteristic orthogonal

polynomials by the Rayleigh-Ritz method. The variation of natural frequencies with the

rotational speed and the mode shapes at different rotational speeds are plotted in Figure

19.
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Figure 19 Ű Campbell Diagram for micro helicopter blade - Withdrawal from [6]

A similar study is conducted by Bicak [99]. Through the dynamic stiffness matrix

method, natural frequencies of a coupled bending-bending-torsional are calculated. It is

assumed that the blade has a symmetric airfoil cross-section, the distance at the root

between the elastic axis and the axis of rotation is zero, and the area centroid of the

cross-section coincides with the elastic axis.

Finally, Baxy [7] proposes a method where the blades of a rotating device can be

approximated as a cantilever beam. According to the method, the blade natural frequencies

inĆuenced by rotation are given by:

β̂4
j = β4

j + ϵcλ̃
4
j + ϵrλ̂

4
j + ϵrϵc

ˆ̂
λ4

j (2.19)

where under-script j is related to frequency mode, β and β̂ are uncorrected

and corrected non-dimensional frequencies, λ are correction factors, ϵc and ϵr are non-

dimensional rotation and curvature parameters. The author provides tabulated data for

all coefficients used in the method through non-dimensional tables. Figure 20 shows the

results obtained with the method compared with Finite Element Method results.



49

Figure 20 Ű Non-dimensional Campbell diagram comparing FEM and Baxy method -
Withdrawal from [7]

Rao [8] proposes a method to Ąnd the modal frequencies of a cantilever beam.

For this, mass and stiffness matrices are derived. Breadth and depth are considered for

each section of the beam, as well as the twist angle. Shear and rotation effects are also

considered.

Figures 21 and 23 show the inĆuence of rotation and twist angle effects on the Ąrst

four natural frequencies.

Figure 21 Ű Effect of rotation and twist on Ąrst and second natural frequencies - Withdrawal
from [8]
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Figure 22 Ű (a) An element of a tapered and twisted beam, (b) degrees of freedom of an
element, (c) angle of twist, (d) rotation of a tapered beam - Withdrawal from [8]
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Figure 23 Ű Effect of rotation and twist on third and fourth natural frequencies - Solid line
represents the third mode and the fourth is represented by the dashed line - Withdrawal

from [8]

2.5.2 Aerodynamic Excitation

This Subsection presents how aerodynamic inĆuences can be accounted in the

Campbell Diagram. Boyce [9] presents the following case:

ŞFor example, take the second-stage blade of a hypothetical compressor. Its Ąrst

Ćexural natural frequency is calculated and found to be 200 Hz. From the Campbell

diagram Ągure, it is apparent that a forcing frequency of 12,000 rpm produced by operating

the compressor at 12,000 rpm will excite the 200-Hz Ąrst Ćexural frequency of the blade

(200 Hz × 60 = 12,000 rpm). Also, there are Ąve inlet guide vanes ahead of the second-stage

blade row. Operating the compressor at 2,400 rpm will excite the 200-Hz natural frequency

of the blade (200 Hz × 60 = 5 × 2,400 rpm).Ş

The text also introduces the concept of band spread around a natural frequency,

as shown in Figure 24.

Antony [100] focuses his work on the study of structural analysis of turbine
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blades. For that, he performs an extensive dynamics structural analysis to predict natural

frequencies and modal forms using Finite Element Method. Through such analyses, it is

possible to draw the Campbell diagram and, therefore, study the possibility of resonance

in operating speeds. To carry out the work, the frequency of the aerodynamic excitation

was considered as N × RPM/60, where N is the number of turbine blades. In other words,

the engine order N must be considered in the diagram.

Figure 24 Ű Campbell diagram with band spread on natural frequency - Withdrawal from
[9]

Piccirillo [101] cites as a general formulation for engine orders:

EO = mN ± ni ∀ m ∈ N (2.20)

Where EO is engine orders, N is the number of blades and ni are the nodal

diameters that can assume the values:

n =
N

2
, if N is even (2.21)

n =
N − 1

2
, if N is odd (2.22)
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ni can have values between 0 and n. An EO can be negative, which is equivalent

to rotation in the opposite direction.
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3 Methodology

This Chapter presents the reader with the methodology proposed by the present

work to achieve the objectives set out in Section 1.2.

The methodology developed can be divided, for better understanding, into three

major parts:

• Creation of an extensive database of aerodynamic proĄles;

• Development of a unifying algorithm for several codes and tools capable of optimizing

propellers aerodynamically, while its structural validity is checked;

• Execution of code developed through a typical mission, obtaining a propeller and

then applying it in operational optimization.

Figure 25 is a Ćowchart that represents the Ąrst two steps, as well as important

individual processes in each one.

Figure 25 Ű Methodology Flowchart

The Ąrst stage of the work covers the creation of a proĄle database, as well as the

reĄnement and subsequent aerodynamic analysis of these. There is a wide range of different

aerodynamic proĄles in the literature, however, there is no strict standardization of how

your data is offered. Therefore, it is necessary to carry out data standardization processes,
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as well as the reĄnement of these proĄles concerning the number of points in Cartesian

coordinates. After the process of improving this data set, it is possible to perform the

aerodynamic analysis of these aerodynamic proĄles. For this, the panel method was chosen,

using the XFOIL code and the XFLR5 software, which will be covered in due course

throughout the work.

The second part of the present work proposes to create a general algorithm

that, using a multi-objective function, is able to select, through evolutionary processes,

viable propellers on the Pareto front. At this stage, it is important for the reader to

understand that from a group of chosen variables, several generated propellers need to

be correctly analyzed from an aerodynamic performance point of view. This analysis

will be performed through codes that use the BEMT due to its high efficiency when

analyzed, its low computational cost, and moderate precision. When the aerodynamic

performance characteristics of a group of propellers is obtained, it is possible to evaluate

them according to the proposed objectives. After the evaluation, it is possible to apply

the genetic operators: selection, cross-over, and mutation. This process is repeated until

the convergence criteria are reached. The codes used will be explained in Chapter 4 and

development will be covered in Chapter 5. This process will be carried out using different

paradigms. In the Ąrst group of optimizations, two different engines are proposed as inputs

and different dimensionless coefficients as objective functions. In this group, the engine

power values are used as input. In the second optimization group, a typical mission of a

Turboprop aircraft is proposed, where the required powers and Ćight speeds are inputs at

speciĄc points, and the objective function is power minimization.

The third and last part of the work consists of using the propeller created in

the previous step to carry out an operational optimization of a proposed mission. The

characteristic mission is Ąrst calculated using Ąxed propeller rotational speeds, and then

the same mission is calculated using multiple propeller rotational speeds. After comparing

the two missions, a third case in which there is a structural vibration constraint is also

proposed.

The set of elements used, including the airfoil database and its aerodynamic data,

the JAVAPROP, and the developed structural code were deĄned in PlatEMO as a problem

called OptProp.
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4 Codes and Software Overview

In this Chapter, the codes and programs that were used, either in full or after

certain modiĄcations, to perform the optimizations proposed in this work are presented.

4.1 XFOIL

The XFOIL code was created by Mark Drela in 1986. The main objective was to

combine the speed and precision of high-order panel methods. Since version 1.0, XFOIL

has undergone numerous revisions, updates, and improvements. These changes originated

mainly from perceived deĄciencies during the actual use of the project, so XFOIL is now

strongly focused on the practical development of airfoils [102].

Once the geometry of an aerodynamic proĄle is provided through coordinates in a

plane, XFOIL is able to calculate the pressure distribution in this airfoil at different angles

of attack, in certain Reynolds numbers. This pressure distribution is provided through

pressure coefficients on both the upper and lower surfaces of the airfoil. Through pressure

coefficients, XFOIL also delivers important airfoil characteristics to users, such as lift,

drag, and moment coefficients through a polar Ąle. In Figure 26 a data Ćow is shown

where it is possible to observe how XFOIL works. As explained in this paragraph, it can

be seen in the Ągure that the initial program input is the airfoil coordinate Ąle and the

output is a polar Ąle.

Figure 26 Ű XFOIL DataĆow - Withdrawn of https://web.mit.edu/drela/Public/web/

xfoil/dataflow.pdf (available on 06/28/2023)
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4.2 BET and BEMT Software

In the next Subsections, the BET (Blade Element Theory) and BEMT (Blade

Element Momentum Theory) methods will be discussed, as well as some propeller analysis

software that uses such methods in their implementation.

4.2.1 JAVAPROP

JAVAPROP is a tool developed in a JAVA environment that aims to carry out the

analysis and design of propellers and wind turbines. The software uses the blade element

theory method, implemented through a coupling of momentum considerations with the

two-dimensional characteristics of the aerodynamic proĄles used. As will be explored in

the present work, JAVAPROP allows the use of different airfoils and how they impact the

performance characteristics of the propeller. [103]

Figure 27 shows a schematic of some features available in JAVAPROP. Through a

database with propeller geometric characteristics and engine characteristics, it is possible

to analyze an arbitrary propeller, geometric modiĄcations in that propeller as well as the

optimum design of a propeller.

Figure 27 Ű JAVAPROP Schematization - Withdrawn of [10]

Since JAVAPROP is software developed from the blade element momentum theory,

it is also expected that the theoryŠs limitations will be extended to JAVAPROP. According

to the JAVAPROP UserŠs Guide [103], such limitations are:
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• The disc loading of the propeller is not too high (thrust coefficient Kt < 2), which

excludes static operation conditions;

• The number of blades is small (n < 15) so that no strong interaction due to overlap

and thickness occurs;

• Three-dimensional effects are small (no winglets, no highly curved blades);

• Compressible Ćow effects are small and mostly two-dimensional (Mtip < 1.0).

JAVAPROP has a very restricted native database of aerodynamic proĄles, but it is

possible to import aerodynamic data Ąles from external airfoils. It is also possible to use

JAVAPROP automation processes using other software and programming languages such

as MATLAB, Python, Octave, Maple, and Mathematica. Those processes will be explored

in the future Subsection 5.2.1.

4.2.2 JBLADE

The JBLADE software was developed as the object of study of a thesis prepared at

the Department of Aerospace Sciences of the University of Beira Interior - Portugal, under

the guidance of Miguel Silvestre [104]. The tool was developed in open source in the C + +

programming language using the multiplatform framework Qt. The code is based on the

QBLADE programs, developed in TU Berlin and XFLR5, developed by André Deperrois.

The performance coefficients of the aerodynamic proĄles analyzed in JBLADE

are the result of the coupling of QBLADE with XFOIL. JBLADE uses Blade Element

Momentum (BEM) classic theory, with modiĄcations made in order to improve the results

by adding three-dimensional considerations of the Ćow ([105] & [106]). The software

has a graphical interface that facilitates the construction and analysis of the propeller

simulations. JBLADEŠs long-term goal is to provide a validated, accurate, and easy-to-use

open source code that can be used to design and optimize a variety of propellers [11].

Figure 28 shows the two modules used to build JBLADE; XFOIL and BEM code.

Among such data, there are polars, blades, and propellers as well as data obtained after

simulations. Such a layout is based on QBLADE, since few changes have been made to

the structure.



59

Figure 28 Ű JBLADE Schematization - Withdrawn of [11]

As explained in the previous Section regarding JAVAPROP, JBLADE is also a

software developed from the blade element theory and therefore will also have its limitations

as a counterpart. JBLADE is also based on XFOIL and will also share its limitations.

4.2.3 QPROP

QPROP is a software developed by Drela [12], through the programming language

Fortran 77, which objective is to predict the performance of a propeller-engine group.

QPROP uses an extension of the classical blade-element/vortex formulation, developed

originally by Betz [107], Goldstein [47], and Theodorsen [108], and reformulated somewhat

by Larrabee [109]. According to Drela, [12], those extensions include:
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• Radially-varying self-induction velocity which gives consistency with the heavily-

loaded actuator disk limit;

• Perfect consistency of the analysis and design formulations;

• Solution of the overall system by a global Newton method, which includes the

self-induction effects and power plant model;

• Formulation and implementation of the Maximum Total Power (MTP) design

condition for windmills.

Figure 29 Ű Speed scheme for a QPROP airfoil section - Withdrawn of [12]

The development of the theory used by QPROP is presented in detail in Appendix

A.

4.3 Evolutionary Algorithms

In this Section, the optimizer algorithms that were used to obtain the results will

be presented.

4.3.1 NSGAII

Within the Multiobjective Evolutionary Algorithms (MOEAs), the NSGAII stands

out for its effectiveness and is widely used in the literature. NSGAII was proposed by Deb

[95] and its main feature is the order of non-dominance. All solutions evaluated by the

algorithm are classiĄed as dominated or non-dominated. The non-dominated, or dominant,

are better classiĄed in relation to the others. The iterations of the algorithm are repeated

as long as all solutions are dominant.

Another feature of the NSGAII is the division of its solutions into different ranks.

Each rank corresponds to the set of solutions that are not dominated by any other rank.

In this way, rank 1 individuals dominate rank 2 individuals, who in turn dominate rank 3

individuals, and so on. Such a concept is exempliĄed through Figure 30.
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Figure 30 Ű Pareto ordering proposed by - Withdrawal of [13]

As soon as the subdivision into ranks is performed, the crowding distance is

calculated. This parameter provides an estimate of the density of solutions in the region

around a given point. Points that have values of the objective function at the ends receive

inĄnite values for the crowding distance so that such solutions are always selected. Figure

31 exempliĄes the crowding distance calculation process for an i point, which can be

understood as the size of the largest cuboid that includes i without including any other

points.

Figure 31 Ű Crowding Distance - Withdrawal of [13]

The crowding distance calculation process is performed for each objective function

and is used to order individuals of the same rank. The use of this parameter generates

a better spread of future solutions, avoiding agglomerations in regions and seeking new

solutions in other viable regions. The solutions that will be chosen for the next iterations

of the genetic algorithm will be the non-dominated solutions of the Ąrst rank, and the
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solutions of the next ranks that can be chosen are those that have the most interesting

crowding distance values.

4.3.2 MSOPS-II

Hughes [110] proposes the Multiple Single Objective Pareto Sampling (MSOPS)

algorithm, which is a technique that allows multiple single-objective optimizations to

occur in parallel and therefore explores a larger area of the potential population. The

main advantage of this algorithm is that it does not rely on a Pareto front ranking to

generate selective pressure. However, for the proper operation of MSOPS, it is necessary

for the designer to generate a group of target vectors. Each individual in the population is

evaluated, for each of the target vectors, based on a conventional aggregation method. In

this format, each individual in the population will receive a score, for each element of each

target vector, which indicates how well it performs in relation to the target conditions.

Figure 32 demonstrates the process for a single population member:

Figure 32 Ű Process of generating MSOPS ranking - Withdrawal of [14]

Subsequently, Hughes [14] proposes the second version of the algorithm, MSOPS-II,

with the following improvements:
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• redeĄnition of the Ątness assignment method in order to simplify the analysis and

allow better constraint handling. The original method had a computational cost of

order O(vp log(p)), while in MSOPS-II the cost is in the order of O(p log(p)), where

p is the number of elements in the population being sorted and v is the number of

target vectors;

• automatic target vector generation, eliminating the need for the designer to make

initial interventions. Figures 33 and 34 show, respectively, the target vector generation

for MSOPS and MSOPS-II.

Figure 33 Ű Target vector generation method for MSOPS. In this scenario, many vectors
do not intersect the feasible objective surface. The dashed lines show the direction of
the target vectors, the circles represent the non-dominated points, and the dots the last

generation population members - Withdrawal of [14]

4.3.3 ARMOEA

Seeking a new MOEA capable of addressing real-world problems and Ąnding Pareto

optimal fronts, Yi et al. [15] develop the ARMOEA algorithm. This algorithm introduces

a new variant called preference angle and reference information-based dominance, aiming

the creation of a stricter partial order among non-dominated solutions. In the proposed

method, the Euclidean distance and angle information between candidate solutions and

reference points are calculated to evaluate the degree of convergence and population

diversity, respectively. In addition, an adaptive threshold is designed to adjust the

judgment condition of ar-dominance using an iterative process in a pre-speciĄed interval.

The proposed algorithm increases the convergence speed of the population and reduces

the number of solutions in the non-preferred region.
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Figure 34 Ű Example of the converged simulation for 50 automatically generated target
vectors, showing sufficiently uniform spreading in angle across the objective surface -

Withdrawal of [14]

To evaluate the dominance relationship between solutions, the following metric is

deĄned:

ϕ(r, x) = [ξ(t)
θ(r, x) − θmin

θmax − θmin

+ (1 − ξ(t)
D(r, x) −Dmin

D(max) −Dmin

] × (1 +
1
em

) (4.1)

where m is the number of objectives, ξ(t) is the adaptive weight, t is the iteration

number, θ refers to the preference angles and D to the distance of the reference points.

The ar-dominance must have a strong convergence pressure in the Ąrst iterations

and guide the population to the Pareto front, for this, the distance information must be

a priority. In the last stage of the iteration, diversity is a priority, so the angle metric

between each solution and the reference point should be more considered. Because of these

aspects, ξ(t) should vary adaptively over the iterations:

ξ(t) = ξmin + (ξmax − ξmin)e−(1−
t

T
) (4.2)

where T is the maximum number of iterations.

The ar-dominance relationship algorithm can be seen in Figure 35. In addition

to these aspects, another variable called the adaptive threshold δ is also used, which is

applied to control the distribution of solutions by constraining the metric ϕ. More details

of the method, as well as its use in benchmark problems, can be found in the literature

[15].
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Figure 35 Ű ar-Dominance Algorithm - Withdrawal of [15]

4.3.4 AGEMOEA

Panichella [16] sought to develop an algorithm capable of generating good results,

that is, a Pareto front with good diversity and proximity. For this, it was proposed

the AGEMOEA (Adaptive Geometry Estimation based Multi-objective Evolutionary

Algorithm) which:

• estimates the geometry of the Pareto front generated using a fast procedure of

computational complexity O(M × N) (where M is the number of objectives and N is

the population size);

• adapts the diversity and proximity metrics accordingly.

AGEMOEA modiĄes NSGAII by replacing Ątness scores that are assigned to

each non-dominated front. In AGEMOEA, the NSGAII crowding distance is replaced

by the survival score, which is a metric that combines both diversity and proximity of

non-dominated solutions. Figure 36 displays the code for attributing the survivor score:
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Figure 36 Ű Survival Score Algorithm - Withdrawal of [16]

As can be seen in line 14 of Figure 36, the survival score is given by:

SurvivalScore(S) =
diversity

proximity
(4.3)

By Equation 4.3 it is observed that the survival score will be better the greater the

diversity and the smaller the proximity. The rest of the AGEMOEA works basically like

the NSGAII, with minor modiĄcations that can be seen in the literature [16]

4.3.5 NSGAIIARSBX

The crossover operation is indispensable for the generation of good offspring

solutions in the context of MOEAs. Among several crossover operators, the Simulated

Binary Crossover (SBX) is widely used in different MOEA algorithms. Although the

SBX is quite effective in solving problems with regular Pareto fronts, its performance

suffers when studying problems with rotated ones. To deal with this issue, Pan Et al. [17]
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proposes a modiĄed SBX, named Rotation-based Simulated Binary Crossover (RSBX), to

improve the performance of MOEAs in problems where the Pareto front is not parallel

with the design variables.

The general idea is to rotate solutions in the decision space through a rotation

matrix calculated through the covariance of the current population matrix. Then, an

adaptive operator selection strategy is proposed to seek the best overall performance of

different multi-objective problems.

At Ąrst, the rotated matrix V is initialized as an identity matrix, and the mean

vector is initialized as the central values of each of the design variables. Afterward, the

mating selection algorithm is used to determine the parent solutions. Then, the SBX

is executed with a probability ps, while the RSBX is executed at 1 − ps, generating the

offspring solutions, and the conventional operators of the MOEA are executed. Finally,

the rotated matrix V , the current population vector, and the probability ps are updated.

The pseudocode of this process can be seen in Figure 37.

Figure 37 Ű ARSBX Framework Algorithm - Withdrawal of [17]

The NSGAIIARSBX algorithm is the coupling of NSGAII with RSBX, making it

capable of dealing with problems that have non-traditional Pareto fronts as solutions.
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5 Development

In this Chapter, the steps followed to develop the optimization methodology created

are described. The process of developing such algorithms is a task that involves several

approaches to compatibility, modiĄcations, and couplings of different existing codes and

software and the creation of new ones. The problem resulting from the union of these

codes and software was added to PlatEMO and called OptProp. In subsequent Sections,

such approaches are exposed.

5.1 Airfoil Database Creation and Analysis

5.1.1 Airfoil Database

The Ąrst step taken in the development was the search for a database that included

a wide variety of aerodynamic airfoils. The UIUC Airfoil Coordinates Database [111]

has approximately 1500 airfoils, including several families already consolidated in the

aeronautical Ąeld and in the literature: NACA, EPPLER, SELIG, Drela, Gottingen,

Wortmann.

The airfoil database is made available in a compressed Ąle (.zip) that has each

airfoil in the format .dat. Such Ąles are formatted as shown in Table 1.

Line 1 Airfoil name
Next lines X coordinates Y coordinates

Table 1 Ű Airfoil .dat format

5.1.2 Airfoil ReĄnement

Airfoils obtained through the University of Illinois Urbana-Champaign (UIUC)

Airfoil Coordinates Database have different numbers of coordinate points. Airfoils with an

insufficient number of points, when placed under analysis in XFOIL, have their convergence

impaired and decreased results reliability. To solve this problem, an algorithm has been

developed using the function interpac [112]. An average total of 200 points was set for the

reĄned airfoils. Generally, XFOIL achieves good convergence between 100Ű150 points, as

indicated by Deperrois [113]. The points were distributed to concentrate on the Ąrst 15%

of the airfoil chord, both in the upper and lower lines, approximately 70% of the points.

This approach was chosen because the leading edge has bigger curvature and therefore

needs more points to be smooth. As an example, the graphical result of the process can

be seen in Figure 38.
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Figure 38 Ű Visualization of reĄnement algorithm results on airfoil - the blue line is the
original airfoil and the orange one is the reĄned airfoil.

5.1.3 Airfoil Analysis

The reĄned airfoils using the method described in the previous Section were

exported in the open software XFLR5, which uses the open-source XFOIL, based on the

panel method. For each of the initial proĄles obtained from the UIUC Airfoil Coordinates

Database, the following analysis criteria were used: angle of attack range between −60◦

and 60◦, with 0.5◦ increment, Reynolds number of 5 × 104, 105, 5 × 105, and 106, both

top and bottom forced transitions were located at section position 1.00 x/c. The NCrit

used for the panel method simulations was equal to 9.00 and the Mach number was equal

to 0, while the maximum number of iterations was set to 100. The analysis was executed

with 8 CPU multithreaded. Figure 39 shows a set of Cl × α curves for several proĄles.
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Figure 39 Ű Cl × α curves for a batch of database airfoils

Each of the analyzed proĄles generates four output Ąles, each for one of the Reynolds

numbers used in the simulations. Figure 40 displays one of these output Ąles.

Figure 40 Ű Exit Ąle format for XFLR5 exported polar

The next step was to transform the data obtained and exported from XFLR5

into data that could be read using JAVAPROP. For this, two routines were created in

MATLAB, polar2mat.m and mat2afl.m. The .afl extension is one of the native extensions

for importing non-native airfoils to JAVAPROP. An example of .afl data is exhibited in

Figure 41.
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Figure 41 Ű JAVAPROP .afl extension used for importing non-native airfoils

5.2 Blade Element Momentum Theory and Optimization Coupling

5.2.1 JAVAPROP Automation for MATLAB

JAVAPROP, software that uses the BEMT method for propeller analysis, was

presented in Subsection 4.2.1 of the present work. Although the original program uses an

interface programmed in Java language, an automation that makes it possible to run the

code through other languages has also been implemented. For the study carried out here,

automation in MATLAB was used [114].

The function DesignProp.m was used to run the propeller design process through

a group of inputs (Table 2). In the Subsection 5.2.2.1 , modiĄcations made to the original

function are explained, as well as the coupling process with the objective and optimizing

functions.
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Input Dimension
Number of sections -
Air density kg/m3

Air kinematic viscosity m2/s
Speed of sound m/s
Sections airfoils -
Sections angles of attack degree
Diameter m
Spin diameter m
Airspeed m/s
Rotational Speed rpm
Power W
Thrust N
Torque N.m

Table 2 Ű DesignProp.m JAVAPROP code inputs

5.2.2 PlatEMO

Since the creation of the Ąrst evolutionary algorithm and with the perception that

the increase in contemporary computational capabilities would make this type of method

interesting, many researchers have dedicated themselves to this area and have proposed

hundreds of different codes, with increasingly creative approaches and algorithms capable

of solving broader problems. However, these algorithms were not arranged in any way

that made them easily usable, being written in different computational languages, and

some of them did not even have public source code. So that researchers could test new

codes, compare them with existing ones through benchmark codes, and solve real-world

problems, libraries of MOEAs emerged, capable of gathering codes, problems, performance

indicators, and tools related to carrying out evolutionary optimizations.

One of the main software related to the theme is PlatEMO (Platform for Evolu-

tionary Multi-Objective Optimization), written in MATLAB language by Tian et al. [115].

Compared to other software, PlatEMO has the following main advantages:

• At the time of writing this text, PlatEMO has 216 MOEAs and 432 benchmark

problems, with several popular algorithms: multi-objective genetic algorithms, multi-

objective differential evolution algorithms, multi-objective particle swarm optimiza-

tion algorithms, multi-objective estimation of distribution algorithms, surrogate-

assisted multi-objective evolutionary algorithms;

• important metrics such as coverage, generational distance (GD), hypervolume (HV),

inverted generational distance (IGD), normalized hypervolume (NHV), pure diversity

(PD), spacing, and spread, among others, are integrated into the software;
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• the software is fully developed in MATLAB language, therefore, any machine that

has MATLAB software installed will be able to use PlatEMO, regardless of the

operating system installed. Through the GUI, the user does not need to write

additional codes to conĄgure his experiment, in addition to having facilities for

exporting the result to Excel and LaTeX environments. The PlatEMO test module

is shown in Figure 42.

Figure 42 Ű PlatEMO test module screen

The evolutionary algorithms used through PlatEMO to obtain the results of this

work were described in Section 4.3.

5.2.2.1 Codes Development and Coupling

This Section describes how the analysis and optimization codes were developed, as

well as the coupling between them.

5.2.2.2 DesignProp.m Development

DesignProp.m is the function responsible for doing the aerodynamic analysis of a

given propeller. The code receives initial data such as the properties of the air (density,

speed of sound, and kinematic viscosity), data related to the mission, such as airspeed,

required power, required thrust, and Ąnally the propeller data itself: airfoils along the

chord, diameter, number of blades, rotational speed, and the ratio between total and hub

diameter.

Four sections were used for the analysis of the propellers, where different aerody-

namic proĄles can be selected. In positions between two sections, the resulting proĄle is an
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interpolation between the two closest section proĄles. Of the approximately 1500 proĄles

analyzed initially, 6110 polar Ąles were generated, since some combinations of airfoils and

Reynolds numbers were not able to generate results through the analysis performed by

the panel methods. Although all analyzes were performed between −60◦ and 60◦ for the

angle of attack, most proĄles do not generate results in the entire analysis range. For this

reason, required values were stipulated to use the proĄles in each of the four sections. The

required angle ranges as well as the positioning of the section are shown in Table 3.

Section Number 1 2 3 4
Section Position (x/c) 0 1/3 2/3 1
Minimum AoA (◦) -20 -20 -15 -15
Maximum AoA (◦) 40 30 20 15

Table 3 Ű Airfoil sections speciĄcations

AoA criteria are used as constraint functions of the optimization.

Through the input data, DesignProp.m loads the data of the airfoils used in the

propeller. These data can be divided into two groups:

• aerodynamics: drag, lift, and moment coefficients for different Reynolds numbers;

• geometric: dimensionless area, dimensionless moments of inertia, principal axis of

inertia angle, and dimensionless polar moment.

From the airfoilŠs aerodynamic data and the remaining necessary characteristics,

the program uses a code coupled to JAVAPROP, which creates a propeller with chord

and twist angle distribution through RankineŠs theory. From these data, the code can

generate the absolute geometric characteristics for each of the propeller sections. Finally,

propeller aerodynamic data is generated. At this point, the function analyzes the value of

the average Reynolds number of each of the four sections and checks if it is close enough

to the one used in the propeller generation. If not, the propeller obtained will be indicated

as constrained in relation to the Reynolds number in the corresponding sections.

In Table 4 it is possible to view the optimization variables. The Airfoil/Polar

section variables and the Number of Blades variables are integer variables, while all the

others are real variables.
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Variable Dimension
Airfoil/Polar Section #1 -
Airfoil/Polar Section #2 -
Airfoil/Polar Section #3 -
Airfoil/Polar Section #4 -
Thrust N
Power W
Rotational Speed RPM
Airspeed m/s
Propeller Diameter m
Number of Blades -
Hub Diameter/Propeller Diameter -

Table 4 Ű Optimization variables for DesignProp.m

The outputs obtained from the code are all geometric information of the propeller,

as well as aerodynamic performance information such as thrust, torque, real power, torque,

power and momentum coefficients, and efficiency. The complete list of variables obtained

can be found in the JAVAPROP UserŠs Guide [103].

5.2.2.3 OptProp.m Development

OptProp.m is a class deĄnition Ąle that makes the direct connection to PlatEMO.

This code loads the JAVAPROP analysis Ąles (JAVAPROP.jar and MHClasses.jar), as

well as the PlatEMO paths and folders. After loading, the optimization options such as

population size, number of generations, number of objectives, number of design variables,

number of constraints, lower and upper limits of variables, and types (real or integer) of

variables are conĄgured. Here, it is also deĄned which version of prop_objfun.m will be

used by the optimization.

As this code is responsible for being the link between the PlatEMO optimizer

and all other aspects developed, such as the airfoil database, the BEMT code and its

speciĄcities, and the structural code that will be presented in the Subsection 5.3, the

method created was also named OptProp.

5.2.2.4 prop_objfun.m Development

This function is responsible for receiving values that will be used throughout the op-

timization, such as thrust, airspeed, and power in different conditions. It is also responsible

for indicating to PlatEMO what the design variables, objective functions, and constraints

will be. After calculating the objective functions and constraints through DesignProp.m,

prop_objfun.m will pass them on to OptProp.m to work on in the optimization process.

In this way, the function described here can be understood as an intermediary function
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between two others, which simpliĄes the conĄguration of project variables, objective

functions, and constraints, making the data Ćow more efficient.

5.3 Structural Code

This Section shows the development of a structural analysis code for cantilever

beams with twist angle and rotational speed. The code is based on that developed by

Rao [8], presented in Section 2.5. Rao determines each section of the cantilever beam as a

rectangle and uses the width and length of each of these as inputs:

The code used in this present thesis is adapted from the algorithm proposed by

Rao, however, instead of the inputs being rectangles dimensions, were used as inputs

areas and moments of inertia of each section. This allows the code to be able to handle

geometries with more complex sections, such as airfoils.

5.3.1 Taper & Twist Validations

Table 5 shows the geometric data of four different beams simulated in the code

and in the Modal/ANSYS module. They can also be seen in Figures 43, 44, 45, and 46.

h1 (m) b1 (m) h2 (m) b2 (m) Twist (º)
Simple 0.03 0.02 0.03 0.02 0
Taper 0.03 0.02 0.015 0.008 0
Twist 0.03 0.02 0.03 0.02 60
Taper & Twist 0.03 0.02 0.015 0.008 30

Table 5 Ű Geometric properties of beams

Figure 43 Ű Simple beam Figure 44 Ű Taper beam
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Figure 45 Ű Twist beam Figure 46 Ű Twist & taper beam

Table 6 shows the results obtained for the Ąrst six natural frequencies for each beam

using the two methods. MATLAB results were obtained through the discretization of 8

elements, while those obtained by Modal/ANSYS (3D - FEM) had around 200 elements.

Figure 47 shows an error chart for each of the beams at the six frequencies.

f1 f2 f3 f4 f5 f6

Simple
MATLAB 102.66 153.91 641.57 958.40 1789.08 2657.50
Modal/ANSYS 102.16 152.72 632.98 933.22 1741.50 2517.00
Error 0.49% 0.77% 1.34% 2.63% 2.66% 5.29%

Taper
MATLAB 138.70 214.73 546.82 874.35 1325.98 2138.48
Modal/ANSYS 137.42 212.52 538.84 855.12 1296.50 2054.30
Error 0.92% 1.03% 1.46% 2.20% 2.22% 3.94%

Twist
MATLAB 102.60 151.35 628.96 932.94 1735.70 2551.30
Modal/ANSYS 102.84 150.33 648.43 903.61 1800.80 2417.00
Error 0.24% 0.68% 3.00% 3.25% 3.62% 5.56%

Taper & Twist
MATLAB 138.14 213.11 543.34 861.72 1317.79 2081.05
Modal/ANSYS 137.51 210.67 544.23 843.46 1316.40 2013.30
Error 0.46% 1.16% 0.16% 2.16% 0.11% 3.36%

Table 6 Ű Results obtained for natural frequencies (Hz) of the beams
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Figure 47 Ű Error obtained for the algorithm against Modal/ANSYS

As seen in Table 6 and Figure 47, the error for the Ąrst natural frequency is less

than 1% between the results of the code developed and obtained by Modal/ANSYS. The

error increases for higher natural frequencies, being between 3-5%. Such behavior can be

explained by computational errors being more present in higher-order frequencies.
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5.3.2 Rotational Speed Validations

The results obtained by the algorithm developed considering the inĆuence of

rotation on the Ąrst four vibration frequencies are presented in Table 7. Table 8 and

Figures 48 and 49 show the results for the frequency ratio, which is the ratio between the

natural frequency of a given mode and given rotation and the Ąrst non-rotating frequency.

A no-twisted beam with a length of 0.31 m and section dimensions of 0.00865m and

0.027161m was used.

ω (RPS) f1 f2 f3 f4
0 73.93 231.87 464.33 1308.73

100 70.74 230.90 464.02 1311.05
200 59.14 227.91 462.67 1317.97
300 23.29 222.76 459.00 1329.32

Table 7 Ű Rotating natural frequencies (Hz)

ω (RPS) fr1 fr2 fr3 fr4

0 1.00 3.14 6.28 17.70
100 0.96 3.12 6.28 17.73
200 0.80 3.08 6.26 17.83
300 0.32 3.01 6.21 17.98

Table 8 Ű Rotating frequency ratios

Figure 48 Ű Frequency ratio for Ąrst and sec-
ond modes

Figure 49 Ű Frequency ratio for third and
fourth modes

Figures 21 and 23 show the results obtained by Rao [8]. As the author does not

specify all the characteristics of the beam, a conĄguration that approximated the results
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was used. Comparing the results obtained, it is possible to observe the same behavior in

both cases. The rotation has a big inĆuence on the decrease of the Ąrst natural frequency,

a small inĆuence on the decrease in the second, as well as a small increase in the fourth

frequency. The third frequency of the bibliography showed a small increase, while the

proposed approximate beam remained with almost no difference. Such behavior can be

explained by the impossibility of knowing which beam dimensions were used by Rao [8].

5.3.3 Propeller Validation

As the last validation test for the structural code, it was proposed a propeller that,

like the beams, was simulated by the created structural analysis and the FEM analysis of

Modal/ANSYS.

The propeller used, shown in Figure 50, has two blades, a diameter of 2 m, a

maximum chord of 20 cm, a root twist angle of 54◦, and the airfoil used is NACA2415.

The diameter of the hub in relation to the diameter of the propeller is 8%.

Figure 50 Ű Propeller used for structural validation

The mesh generated for use in Modal/ANSYS has 111,306 nodes and 69,123

elements. The simulation setup was performed using the rotational frequency of 314.16

rad/s.

Modal/ANSYS Structural Code
Rotational Velocity (rad/s) 0 314.16 0 314.16

Mode (Hz)
1 55.8 55.3 56.0 57.4
2 144.7 146.0 150.5 150.9

Table 9 Ű Comparative table of modal frequency data obtained by propeller simulation



81

Figure 51 Ű Campbell diagram generated by Modal/ANSYS for the proposed propeller

The obtained data are shown in Table 9 and Figure 51. The difference between

the values obtained between the two methods is less than 5% for all points.
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6 Multi-objective Optimum Design of Propellers using BEMT and Evolu-

tionary Algorithms

In this Chapter, the Ąrst set of results obtained by OptProp will be displayed.

Section 6.1 executes a validation between the results obtained by the chosen BEMT code

(JAVAPROP), Computational Fluid Dynamics (CFX - ANSYS), and experimental results.

In Section 6.2 general optimizations of propeller dimensionless parameters are performed.

6.1 Method Validation - SR2 Propeller

In this Section, the validation of the BEMT method used to obtain the characteris-

tics of propellers will be dealt with. The SR2 propeller will be used for this, as this has

been exhaustively treated in the literature, and the validation will be executed using CFD.

Tan [18] provides a geometry analysis of the SR2 propeller based on the literature

([116, 117, 118, 119]). The blade section proĄle consists of a NACA65 2D section from

root to 37% span and a NACA 16 2D airfoil from 44% to the blade tip. A transition of

cross-sections lies between 37% to 44%. The blade reference angles used in this work are

59 and 53.8 degrees, measured at 75% blade span location. The geometric data are shown

in Figure 52.

Figure 52 Ű SR2 Propeller Geometry - Withdrawal from [18]

Through such data, it was possible to create a three-dimensional mesh of the SR2

Propeller that can be visualized in Figure 53:
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Figure 53 Ű 3D Mesh - SR2 Propeller

Two simulation groups were performed. The Ąrst with a Ąxed Advance Ratio of

3.06 and Mach ranging from 0.6 to 0.9. The second was with Mach Ąxed at 0.34 and

varying the Advance Ratio from 1.3 to 3.2. Simulation results are shown in Figures 54

and 55 and Tables 10 and 11:

Figure 54 Ű CP - experimental wind tunnel, CFX/ANSYS, and JAVAPROP results for
high Mach numbers and J = 3.06
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Figure 55 Ű CP - experimental wind tunnel, CFX/ANSYS, and JAVAPROP results for
Mach number 0.34

β3/4 (º) J Mach CP CFX CP JP CP Exp [119] ϵ Exp-CFD ϵ Exp-JP
59 3.06 0.60 1.184 1.56 1.31 9.6% -19%
59 3.06 0.70 1.296 1.57 1.44 10.0% -9%
59 3.06 0.75 1.368 1.57 1.49 8.2% -5%
59 3.06 0.80 1.272 1.56 1.49 14.7% -5%
59 3.06 0.90 1.203 1.56 1.15 -4.6% -36%

Table 10 Ű CP - experimental wind tunnel, CFX/ANSYS, and JAVAPROP results for
higher Mach numbers and J = 3.06

β3/4 (º) J Mach CP CFX CP JP CP Exp [118] ϵ Exp-CFD ϵ Exp-JP
53.8 1.3 0.34 1.629 - 2.1 22.4% -
53.8 1.6 0.34 1.450 1.553 2 27.5% 22%
53.8 2 0.34 1.203 1.639 1.75 31.2% 6%
53.8 2.4 0.34 0.970 1.325 1.3 25.3% -2%
53.8 2.8 0.34 0.571 0.663 0.8 28.7% 17%
53.8 3.2 0.34 0.046 0.051 0.05 7.8% -2%

Table 11 Ű CP - experimental wind tunnel, CFX/ANSYS, and JAVAPROP results for
Mach number 0.34

For the group of simulations with J = 3.06, it can be observed that the results

obtained in CFD were similar in value and presented similar behavior. For JAVAPROP,

better results were observed close to the middle of the range, but the method had difficulties

in approaching experimental results behavior. This was probably caused by its limitations
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in terms of compressibility, since JAVAPROP is only able to handle two-dimensional

adjustments in this aspect.

For the group of simulations with Ma = 0.34, JAVAPROP obtained good results

in most points and followed the behavior of the curve of the experimental results. The

CFD simulations had the same behavior as the experimental ones, however, they were not

so close in values.

To investigate this issue, a new mesh (Figure 56) was generated, taking into account

a boundary layer for the case Ma = 0.34. The results, as can be seen in Figure 57 and

Table 12, were much closer to the experimental results.

β3/4 (º) J Mach CP CFX CP JP CP Exp [118] ϵ Exp-CFD ϵ Exp-JP
53.8 1.3 0.34 1.870 - 2.1 11.0% -
53.8 1.6 0.34 1.735 1.553 2 13.1% 22%
53.8 2 0.34 1.407 1.639 1.75 19.6% 6%
53.8 2.4 0.34 1.128 1.325 1.3 13.3% -2%
53.8 2.8 0.34 0.734 0.663 0.8 8.3% 17%
53.8 3.2 0.34 0.208 0.051 0.05 -% -2%

Table 12 Ű CP - experimental wind tunnel, CFX/ANSYS, and JAVAPROP results for
Mach number 0.34 - New mesh

Figure 56 Ű New mesh generated taking into account the boundary layer
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Figure 57 Ű CP - experimental wind tunnel, CFX/ANSYS, and JAVAPROP results for
Mach number 0.34 - New mesh

In this Section, each of the tabulated points concerns a different CFD simulation.

In such simulations, meshes with between 500,000 and 512,000 nodes were used, due to

the limitation of the student software license. To account for compressibility effects, the

Total Energy model from CFX/ANSYS was adopted and the k-ω was adopted as the

turbulence model.
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6.2 Aerodynamic Propeller Parameters Optimization

In this Section, were performed on OptProp seven proposed multi-objective opti-

mization problems (MOOPs), in which the negative value of an objective function means

maximizing this function, are written as follows:

MOOP1 min F (−CT ,−η) (6.1)

MOOP2 min F (−CT , CM) (6.2)

MOOP3 min F (V ol,−η) (6.3)

MOOP4 min F (−CT ,−η, CM) (6.4)

MOOP5 min F (−CT ,−η, V ol) (6.5)

MOOP6 min F (−CT , V ol, CM) (6.6)

MOOP7 min F (−CT , V ol, CM ,−η) (6.7)

subject to
CRmax

CRmax

− 1 ≤ 0, (6.8)

−
CRmin

CRmin

+ 1 ≤ 0, (6.9)

−
αmin(i)
αmin(i)

+ 1 ≤ 0, i = [1, 4] (6.10)

−
αmax(i)

αmax(i)
+ 1 ≤ 0, i = [1, 4] (6.11)

−ReC(i) + 1 ≤ 0, i = [1, 4] (6.12)

peak(i) − 1 ≤ 0, i = [1, 4] (6.13)

1 ≤ x(i) ≤ 6110, i = [1, 4] (6.14)

0.2 ≤ x(5) ≤ 0.5, (6.15)

2 ≤ x(6) ≤ 3, (6.16)

0.1 ≤ x(7) ≤ 0.15, (6.17)

where V ol is the propeller bladeŠs volume and CRmax, and CRmin are the maximum

and the minimum chord-to-radius ratio of a given propeller; CRmax and CRmin are the

allowable values of chord and radius, set equal to 0.4 and 0.02, respectively; αmin(i) and

αmax(i) are the minimum and the maximum angles for each section; and αmin(i) and

αmax(i) are the allowable angle values. The required maximum angles are 40◦, 30◦, 20◦,

and 15◦, for each section. The required minimum angles are −20◦, −20◦, −15◦, and −15◦.

ReC(i) is the constraint for checking if a certain section has its Reynolds number calculated

compatible with the Reynolds number of a polar used by it. peak(i) ensures that the
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propeller has no discontinuities, eliminating geometrically bad propellers. x(i), i = [1, 4]

are the design variables for the assignment of an airfoil in each of the four sections. These

design variables are to be chosen from the airfoil database with 1,610 options (Equation

6.14). x(5) is the design variable concerning the propeller diameter in meters. x(6) is the

number of propeller blades, and x(7) is the hub diameter to propeller diameter ratio. The

design variables are depicted in Figure 58.

Figure 58 Ű Design variables for a candidate solution where d is x(5) × x(7) and R is
x(5)/2.

Each one of the seven MOOPs deĄned was performed for two different engines.

The Ąrst engine used was the MAX-61SX-H RING WC combustion engine [120], called

OS Engine. This engine has a power of 1,195.5 W and a rotation of 16,000 rpm and

was simulated at a speed of 20 m/s. The second was the electric motor E-Ćite Power

60 Brushless Outrunner Motor, called BL Engine [121], which has a power of 1,800 W

and a rotation of 9,400 rpm. Simulations were performed at a speed of 30 m/s. The air

properties were referred to 25◦C, with a density equal to 1.1839 kg/m3, kinematic viscosity

equal to 1.562×10−4 m2/s, and speed of sound equal to 346.3 m/s.

The population size was set equal to 100 for MOOPs 1, 2, and 3 and 200 for

MOOPs 4, 5, 6, and 7. The maximum number of function evaluations is set equal to

10,000 for MOOPs 1 and 2 and 30,000 for MOOPs 3, 4, 5, 6, and 7.

6.2.1 Pareto fronts

Figures 59 to 73 present the Pareto fronts for MOOP1 to MOOP6 concerning

the OS Engine, while Figures 79 to 93 present the Pareto fronts for the BL Engine. To

view Pareto fronts with four or more objective functions, parallel coordinates that display

multidimensional data in a two-dimensional graph are adopted, as used in Li et al. [122].

The original data are translated into a vertical axis in the graph, and a poly-line with

vertices on the axes represents the vector with the objective functions [122]. In this way,

Figures 74 to 78 and 94 to 98 depict the Pareto fronts for MOOP7 concerning the OS

Engine and the BL Engine, respectively.
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Considering the OS Engine and MOOP1 (Figure 59), one notices a very similar

and uniform distribution of the non-dominated solutions obtained by NSGAIIARSBX,

NSGAII, AGEMOEA, and ARMOEA. These algorithms distributed the solutions on the

Pareto Front with greater diversity. Also, NSGAIIARSBX and MSOPSII achieved some

solutions at the bottom of the Pareto fronts of this problem. The minimum and maximum

values for CT are 0.03 and 0.23, respectively, and for η, 0.52 and 0.69. For MOOP2 (Figure

60), two well-deĄned Pareto fronts were obtained, in which the NSGAII presents, almost

in its entirety, the solutions of one of these fronts, which also has solutions obtained by

the other algorithms in the part where the CT presents its smallest values. On the other

Pareto front, the NSGAIIARSBX shows a more continuous distribution of non-dominated

solutions. On this front, solutions are also obtained by the other algorithms. In the

ŞsuperiorŤ front, the minimum value of CT is close to 0.025 and the maximum to 0.17,

while in the ŞlowerŤ front, CT has a minimum value close to 0.04 and a maximum value

near 0.24.

Observing the Pareto fronts of MOOP3 (Figure 61), it is noted that the MSOP-

SII algorithm obtained a distribution of non-dominant solutions with greater diversity,

achieving the best performance. The other algorithms concentrated their solutions on an

extreme of the Pareto fronts. The extreme solutions are approximately 0.1 × 10−3 m3 and

1.8 × 10−3 m3 for volume and 0.54 and 0.7 for the efficiency η.

Figure 62 shows the Pareto front for MOOP4 for the OS Engine. Figures 63, 64,

and 65 present the projections in two axes of this Pareto front. It is possible to observe a

distribution of non-dominated solutions in three regions. At one end of the front, at the

bottom, the non-dominated solutions are presented by the AGEMOEA algorithm while at

the top by the ARMOEA algorithms and MSOPSII. The other algorithms found solutions

in the middle of the Pareto front. The minimum value of η is approximately 0.3 and 0.67

for the maximum, minimum of 0.004 and maximum of 0.03 for CM , and minimum of 0.03

and maximum of 0.023 for CT .

Figure 66 shows the Pareto fronts obtained for MOOP5 (OS Engine). The pro-

jections of the fronts are shown in Figures 67, 68, and 69. There is a good diversity of

non-dominated solutions obtained by the algorithms ARMOEA, NSGAII, and NSGAI-

IARSBX in the lower region of the fronts. The MSOPSII algorithm concentrated the

solutions on a front and with less diversity. The minimum value of CT is approximately

0.03 and the maximum 0.23, a minimum of 0.52, and maximum of 0.68 for η, and minimum

of 0.1 × 10−3 m3 and maximum of 3.2 × 10−3 m3 for volume.

Figure 70 shows the Pareto fronts obtained for MOOP6 (OS Engine). The pro-

jections of the fronts are shown in Figures 71, 72, and 73. A varied distribution of

non-dominated solutions was found by the algorithms. The algorithms that presented the

lowest diversity were MSOPSII and AGEMOEA. In the projection showing the objective
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functions CT and CM , there are two distinct sets of non-dominated solutions, where one

of them with less diversity presents almost all the solutions obtained by MSOPSII. The

maximum value obtained for CT is close to 0.24 and a minimum of 0.03. The volume varies

between 0.02 × 10−3 m3 and 4 × 10−3 m3 and CM between 0.05 and 0.028. Figures 74

to 78 show the Pareto fronts for MOOP7 OS analysis, with the non-dominated solutions

normalized with values between 0 and 1 for each of the algorithms independently. Note that

there is a great diversity of non-dominated solutions, except those obtained by MSOPSII

concerning the objective functions, 2, 3, and 4, as shown in Figure 76.

Considering the BL Engine and MOOP1 (Figure 79), a very similar and uniform

distribution of the non-dominated solutions obtained by NSGAIIARSBX, NSGAII, AGE-

MOEA, and ARMOEA is observed, as in the case in which the OS Engine was adopted.

These algorithms distributed the solutions on the Pareto front with greater diversity. It

is also noted that NSGAIIARSBX and NSGAII found a set of solutions at the bottom

of the Pareto fronts of this problem. The minimum value of CT is close to 0.05 whereas

the maximum is near 0.42, and 0.6 and 0.82 are approximately the minimum and the

maximum values for η.

For MOOP2 (Figure 80), again, two well-deĄned Pareto fronts were obtained, in

which MSOPSII reached the non-dominated solutions almost independently in each one of

these fronts, but with low diversity. The minimum and maximum values for CT are 0.03

and 0.4 and 0.004 and 0.055 for CM . From the Pareto fronts of MOOP3 (Figure 81), it

is noted that the MSOPSII algorithm obtained a distribution of non-dominant solutions

with greater diversity, but in some regions, there were no non-dominated solutions. The

other algorithms concentrated their solutions on an extreme of the Pareto fronts. The

extreme solutions are approximately 0.1 × 10−3 m3 and 1.5 × 10−3 m3 for volume and 0.73

and 0.84 for the efficiency η, respectively.

Figure 82 shows the Pareto front for MOOP4 for the BL Engine. Figures 83, 84,

and 85 present the projections in two axes of this Pareto front. It is possible to observe a

similar distribution of non-dominated solutions in the Pareto front, except for MSOPSII,

and some solutions of NSGAII, that concentrated their solutions in two separate regions

with low diversity, as shown in Figure 63. The NSGAIIARSBX and NSGAII were able to

Ąnd non-dominated solutions in an extreme of the Pareto front, presenting high values of

CT and CM . 0.03 and 0.45 are the minimum and the maximum values for CT ; 0.03 and

0.064 for CM , and 0.57 and 0.83 for η, respectively.

Figure 86 shows the Pareto fronts obtained for MOOP5 (BL Engine). The projec-

tions of the fronts are shown in Figures 87, 88, and 89. A good diversity of non-dominated

solutions obtained by the algorithms is observed, except for the MSOPSII algorithm, which

concentrated the solutions on a front and with less diversity. The minimum value of CT is

approximately 0.03 and the maximum 0.52, a minimum of 0.53 and maximum of 0.83 for
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η, and a minimum of 0.1 × 10−3 m3 and a maximum of 4 × 10−3 m3 for volume.

Figure 90 shows the Pareto fronts obtained for MOOP6 (BL Engine). The projec-

tions of the fronts are shown in Figures 91, 92, and 93. Figure 90 shows a convergence of

solutions at the same points near the origin of the axis. Throughout the Pareto front, the

non-dominated solutions spread in several directions. Figure 91 shows two different Pareto

fronts, in which one of them the great majority are from MSOPSII and NSGAIIARSBX

algorithms. The minimum and maximum values for CT are 0.05 and 0.51, 0.05 and 0.072

for CT , and 0.1 × 10−3 m3 and 5.8 × 10−3 m3 for volume, respectively. Figures 94 to

98 show the Pareto fronts for MOOP7 experiments, with the non-dominated solutions

normalized with values between 0 and 1 for each of the algorithms independently. Note

that there is a great diversity of non-dominated solutions.

Figure 59 Ű MOOP1 for OS Engine. Figure 60 Ű MOOP2 for OS Engine.

Figure 61 Ű MOOP3 for OS Engine.
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Figure 62 Ű MOOP4 for OS Engine.
Figure 63 Ű MOOP4 for OS Engine - CT ×

CM

Figure 64 Ű MOOP4 for OS Engine - η ×

CM
Figure 65 Ű MOOP4 for OS Engine - CT ×η

Figure 66 Ű MOOP5 for OS Engine
Figure 67 Ű MOOP5 for OS Engine - CT ×

V ol(m3)
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Figure 68 Ű MOOP5 for OS Engine - η ×

V ol(m3) Figure 69 Ű MOOP5 for OS Engine - CT ×η

Figure 70 Ű MOOP6 for OS Engine
Figure 71 Ű MOOP6 for OS Engine - CT ×

CM

Figure 72 Ű MOOP6 for OS Engine -
V ol(m3) × CM

Figure 73 Ű MOOP6 for OS Engine -
V ol(m3) × CT
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Figure 74 Ű MOOP7 - AGEMOEA for OS
Engine

Figure 75 Ű MOOP7 - ARMOEA for OS
Engine

Figure 76 Ű MOOP7 - MSOPSII for OS
Engine

Figure 77 Ű MOOP7 - NSGAII for OS
Engine

Figure 78 Ű MOOP7 - NSGAIIARSBX for
OS Engine
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Figure 79 Ű MOOP1 for BL Engine Figure 80 Ű MOOP2 for BL Engine

Figure 81 Ű MOOP3 for BL Engine

Figure 82 Ű MOOP4 for BL Engine
Figure 83 Ű MOOP4 for BL Engine - CT ×

CM
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Figure 84 Ű MOOP4 for BL Engine - η ×

CM
Figure 85 Ű MOOP4 for BL Engine - CT ×η

Figure 86 Ű MOOP5 for BL Engine
Figure 87 Ű MOOP5 for BL Engine - CT ×

V ol(m3)

Figure 88 Ű MOOP5 for BL Engine - η ×

V ol(m3) Figure 89 Ű MOOP5 for BL Engine - CT ×η
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Figure 90 Ű MOOP6 for BL Engine
Figure 91 Ű MOOP6 for BL Engine - CT ×

CM

Figure 92 Ű MOOP6 for BL Engine -
V ol(m3) × CM

Figure 93 Ű MOOP6 for BL Engine -
V ol(m3) × CT

Figure 94 Ű MOOP7 - AGEMOEA for BL
Engine

Figure 95 Ű MOOP7 - ARMOEA for BL
Engine
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Figure 96 Ű MOOP7 - MSOPSII for BL
Engine

Figure 97 Ű MOOP7 - NSGAII for BL
Engine

Figure 98 Ű MOOP7 - NSGAIIARSBX for
BL Engine

6.2.2 Performance indicators

Four metrics are adopted to evaluate the performance of the multi-objective

algorithms, such as Inverted Generational Distance (IGD) [123], Hypervolume (HV) [124],

Feasible Rate (FR) (meaning the ratio of runs where the algorithm Ąnds a feasible solution),

and Spacing (S) [125]. The average values and the standard deviation (in parentheses) of

these performance indicators are presented in Tables 20 to 27 for both engines, provided

in Appendix B.

Also, Tables 20 to 27 provide a statistical analysis using the non-parametric

Wilcoxon rank sum test (p-value < 0.05). The symbols +,− and ≈ indicate the best,

worst, and similar ranks, respectively, obtained by an algorithm in the comparison, in

which the best performances are highlighted in yellow.

From the performance indicators concerning the OS Engine, one can observe the

following conclusions: For IGD, AGEMOEA and MSOPII achieved the best performance.
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For HV, AGEMOEA outperformed all the algorithms. All the algorithms presented the

same performance considering the feasible rate, and Ąnally, NSGAII presented the best

performance in the Spacing indicator.

From the performance indicators concerning the BL Engine, one can observe the

following conclusions: For IGD, AGEMOEA, MSOPII, and NSGAIIARSBX achieved the

best performance. For HV, AGEMOEA, ARMOEA, and NSGAIIARSBX presented a

similar performance. All the algorithms showed the same performance considering the

feasible rate, and Ąnally, AGEMOEA presented the best performance in the Spacing

indicator, followed by ARMOEA and NSGAII.

Overall, the AGEMOEA can be considered the multi-objective algorithm that

presented the best performance.

6.2.3 Extracted solutions from the Pareto fronts

Figures 99, 100, 101, and 102 show the Pareto fronts of MOOP5 for both engines.

These Pareto fronts contain the whole set of non-dominated solutions obtained by the

AGEMOEA, NSGA II, and NSGAIIARSBX algorithms, which performed best in the

comparisons and similar Pareto fronts concerning MOOP5. These fronts are used to

illustrate how multi-criteria decision-making (MCDM) is able to extract solutions according

to his preferences. MCDM is based on wi weights assigned by the decision-maker for each

objective function according to his preferences. Each weight wi must be in the range

between 0 and 1, and their sum must be equal to 1. This strategy is fully detailed and

used in the references [126, 127, 128, 129]. Two cases are suggested, such as: Case I Ű w1

= 0.7, w2 = 0.1, and w3 = 0.2 and Case II Ű w1 = 0.2, w2 = 0.7, and w3 = 0.1. A point

in red marks the extracted solutions. Certainly, other combinations of weights wi can be

made, and other solutions can be extracted according to the different preferences of the

decision-maker.

Table 13 provides the Ąnal design variables for each of the extracted solutions and

Table 14 presents the geometric aspects of the section, in which r/R is the dimensionless

section, c/R is the dimensionless chord, and β is the cross-sectional pitch angle. Figures

103, 104, 105, and 106 show their respective shapes.

The performance curves of the optimized propellers for Case I and Case II are

depicted in Figures 107 and 108, respectively. In each curve, a comparison between OS

and BL engines is provided. Information about these curves are provided in Tables 15 to

18. It is noted that using the same criteria for the choices, the BL electric motor provided

propellers at a higher advance ratio with slightly higher performances.

The results presented in this Chapter are published in [130].
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Figure 99 Ű Extracted Solution 1 - MOOP5 -
OS Engine

Figure 100 Ű Extracted Solution 2 - MOOP5
- OS Engine

Case x(1) x(2) x(3) x(4) x(5) x(6) x(7)

OS
Engine

I
397 1140 4888 1836

0.21 3 0.071
GOE 596 BOEING 106 EPPLER 435 FX 83-W-108

II
2401 2052 1896 744

0.26 3 0.081
MH 95 GOE 304 GOE 63 E193 (10.22%)

Brushless
Engine

I
5855 3340 4788 376

0.26 3 0.084
GOE 399 St. CYR 171 NACA M8 BE50 smooth

II
529 3372 160 3736

0.33 3 0.073
GOE 795 CLARK X AH 79-100 B HQ 3.5 10

Table 13 Ű Design variables of the extracted solutions using the MCDM (d = x(5) × x(7)).
Case I - w1 = 0.7, w2 = 0.1, and w3 = 0.2; Case II w1 = 0.2, w2 = 0.7, and w3 = 0.1.
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Figure 101 Ű Extracted Solution 1 - MOOP5
- BL engine

Figure 102 Ű Extracted Solution 1 - MOOP5
- BL engine
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OS - Case I OS - Case II Brushless - Case I Brushless - Case II
r/R c/R β(◦) c/R β(◦) c/R β(◦) c/R β(◦)

0.000 - - - - - - - -
0.042 - - - - - - - -
0.083 0.058 88.2 0.041 83.3 - - 0.038 78.1
0.125 0.130 82.9 0.089 76.6 0.099 82.5 0.075 68.7
0.167 0.219 78.2 0.141 70.6 0.147 75.4 0.108 60.5
0.208 0.313 73.9 0.190 65.1 0.189 68.8 0.131 53.4
0.250 0.403 69.9 0.229 60.1 0.227 62.9 0.144 47.1
0.292 0.487 66.1 0.257 55.7 0.261 57.5 0.148 41.7
0.333 0.557 62.4 0.276 51.6 0.287 52.4 0.147 37.0
0.375 0.613 59.6 0.286 48.1 0.297 49.5 0.145 34.1
0.417 0.653 56.9 0.290 45.0 0.298 47.0 0.141 31.6
0.458 0.678 54.4 0.287 42.2 0.294 44.7 0.136 29.5
0.500 0.690 52.0 0.281 39.7 0.285 42.7 0.130 27.7
0.542 0.691 49.8 0.271 37.4 0.273 41.0 0.124 26.1
0.583 0.681 47.8 0.258 35.3 0.259 39.5 0.118 24.8
0.625 0.662 45.9 0.244 33.4 0.243 38.1 0.111 23.6
0.667 0.636 44.1 0.229 31.7 0.226 37.0 0.104 22.6
0.708 0.632 42.3 0.225 30.3 0.222 35.0 0.102 21.5
0.750 0.620 40.6 0.220 29.1 0.216 33.2 0.099 20.5
0.792 0.598 39.1 0.212 28.0 0.208 31.5 0.095 19.7
0.833 0.564 37.6 0.201 26.9 0.196 29.8 0.089 18.9
0.875 0.516 36.2 0.185 26.0 0.180 28.3 0.082 18.2
0.917 0.444 34.9 0.161 25.1 0.156 26.9 0.072 17.5
0.958 0.332 33.7 0.122 24.4 0.117 25.5 0.054 16.9
1.000 0.197 32.5 0.075 23.6 0.071 24.2 0.033 16.4

Table 14 Ű Geometric aspects of the section, r/R is the dimensionless section, c/R is the
dimensionless chord, and β the cross-sectional pitch angle.
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Figure 103 Ű Optimized Propeller for OS En-
gine & Case I

Figure 104 Ű Optimized Propeller for OS En-
gine & Case II

Figure 105 Ű Optimized Propeller for Brush-
less Engine & Case I

Figure 106 Ű Optimized Propeller for Brush-
less Engine & Case II
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Figure 107 Ű Performance curves for Case I

Figure 108 Ű Performance curves for Case II
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J CP CT η (%) Stalled (%) V (m/s) Power (W) Thrust (N)
0.2 0.133 0.226 33.94 3 10.99 1110.42 34.30
0.25 0.139 0.224 40.31 1 13.73 1159.64 34.04
0.3 0.142 0.218 46.14 0 16.48 1181.70 33.08
0.35 0.143 0.211 51.49 0 19.23 1193.90 31.98
0.4 0.143 0.202 56.44 0 21.97 1190.84 30.59
0.45 0.141 0.191 60.96 0 24.72 1176.93 29.02
0.5 0.138 0.180 65.15 0 27.47 1150.28 27.28
0.55 0.134 0.168 68.98 0 30.21 1115.02 25.46
0.6 0.128 0.155 72.48 0 32.96 1068.64 23.50
0.65 0.122 0.141 75.64 0 35.71 1012.55 21.45
0.7 0.114 0.127 78.50 0 38.45 946.12 19.31
0.75 0.104 0.113 81.03 0 41.20 869.10 17.09
0.8 0.094 0.098 83.16 0 43.95 781.81 14.79
0.85 0.082 0.082 84.61 0 46.69 683.69 12.39
0.9 0.069 0.065 85.22 0 49.44 576.05 9.93
0.95 0.055 0.049 84.40 0 52.19 460.00 7.44

1 0.040 0.033 80.68 0 54.93 336.47 4.94
1.05 0.025 0.016 68.50 0 57.68 205.01 2.43

Table 15 Ű Performance characteristics for optimized propeller for OS engine & Case I

J CP CT η (%) Stalled (%) V (m/s) Power (W) Thrust (N)
0.2 0.041 0.099 48.22 1 14.03 1161.10 39.92
0.25 0.042 0.094 56.16 0 17.53 1179.68 37.79
0.3 0.042 0.089 62.96 0 21.04 1198.77 35.87
0.35 0.043 0.083 68.70 0 24.55 1200.88 33.61
0.4 0.042 0.077 73.49 0 28.05 1188.62 31.14
0.45 0.041 0.070 77.19 0 31.56 1159.36 28.36
0.5 0.039 0.063 80.04 0 35.07 1108.40 25.30
0.55 0.037 0.055 82.08 0 38.57 1033.88 22.00
0.6 0.033 0.046 83.10 0 42.08 943.70 18.64
0.65 0.030 0.038 82.89 0 45.59 838.48 15.25
0.7 0.025 0.029 80.93 0 49.09 714.20 11.77
0.75 0.020 0.020 75.95 0 52.60 569.38 8.22
0.8 0.015 0.012 64.66 0 56.11 419.24 4.83
0.85 0.009 0.004 36.46 0 59.61 267.61 1.64

Table 16 Ű Performance characteristics for optimized propeller for OS engine & Case II
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J CP CT η (%) Stalled (%) V (m/s) Power (W) Thrust (N)
0.35 0.278 0.302 37.93 69 14.15 1448.03 38.82
0.4 0.296 0.314 42.38 62 16.17 1540.95 40.39
0.45 0.312 0.323 46.51 62 18.19 1624.82 41.55
0.5 0.323 0.324 50.21 53 20.21 1681.22 41.77
0.55 0.332 0.324 53.67 44 22.23 1725.45 41.65
0.6 0.338 0.321 56.89 25 24.25 1761.28 41.31
0.65 0.344 0.317 59.90 20 26.27 1789.17 40.79
0.7 0.346 0.310 62.69 5 28.29 1803.01 39.95
0.75 0.345 0.301 65.26 0 30.32 1797.83 38.70
0.8 0.342 0.289 67.63 0 32.34 1779.81 37.22
0.85 0.337 0.277 69.85 0 34.36 1755.29 35.68
0.9 0.331 0.265 71.90 0 36.38 1724.16 34.08
0.95 0.324 0.252 73.82 0 38.40 1686.99 32.43

1 0.316 0.239 75.60 0 40.42 1644.56 30.76
1.05 0.307 0.226 77.25 0 42.44 1596.91 29.07
1.1 0.297 0.212 78.77 0 44.46 1543.54 27.35
1.15 0.285 0.199 80.16 0 46.48 1484.32 25.60
1.2 0.273 0.185 81.41 0 48.50 1419.17 23.82
1.25 0.259 0.171 82.49 0 50.53 1348.35 22.01
1.3 0.244 0.157 83.38 0 52.55 1270.31 20.16
1.35 0.228 0.142 84.11 0 54.57 1185.67 18.28
1.4 0.211 0.127 84.58 0 56.59 1096.21 16.39
1.45 0.192 0.112 84.73 0 58.61 999.13 14.44
1.5 0.172 0.097 84.37 0 60.63 896.94 12.48
1.55 0.153 0.082 83.17 0 62.65 793.90 10.54
1.6 0.132 0.067 80.76 0 64.67 687.97 8.59
1.65 0.111 0.052 76.35 0 66.69 579.27 6.63
1.7 0.090 0.036 68.36 0 68.71 468.92 4.67
1.75 0.069 0.021 53.20 0 70.74 357.45 2.69
1.8 0.048 0.005 17.70 0 72.76 248.73 0.61

Table 17 Ű Performance characteristics for the optimized propeller for BL Engine & Case I
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J CP CT η (%) Stalled (%) V (m/s) Power (W) Thrust (N)
0.2 0.087 0.166 38.16 6 10.43 1621.93 59.32
0.25 0.091 0.164 45.13 4 13.04 1694.77 58.64
0.3 0.093 0.160 51.34 4 15.65 1740.37 57.09
0.35 0.096 0.156 56.91 3 18.26 1789.43 55.77
0.4 0.098 0.151 61.85 1 20.87 1822.24 54.01
0.45 0.098 0.145 66.30 0 23.48 1833.98 51.80
0.5 0.098 0.138 70.20 0 26.09 1831.95 49.30
0.55 0.097 0.130 73.67 0 28.69 1814.31 46.58
0.6 0.096 0.122 76.75 0 31.30 1781.70 43.69
0.65 0.093 0.114 79.47 0 33.91 1732.85 40.61
0.7 0.089 0.104 81.87 0 36.52 1664.02 37.30
0.75 0.085 0.095 84.00 0 39.13 1576.77 33.85
0.8 0.079 0.085 85.82 0 41.74 1472.93 30.29
0.85 0.072 0.074 87.29 0 44.34 1351.24 26.60
0.9 0.065 0.064 88.25 0 46.95 1211.02 22.76
0.95 0.057 0.053 88.20 0 49.56 1054.24 18.76

1 0.047 0.041 86.34 0 52.17 883.76 14.63
1.05 0.038 0.029 80.70 0 54.78 706.10 10.40
1.1 0.028 0.017 67.08 0 57.39 529.33 6.19
1.15 0.020 0.006 36.87 0 60.00 366.21 2.25

Table 18 Ű Performance characteristics for the optimized propeller for BL engine & Case II
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7 Operational Optimization for a Typical Mission

In this Chapter, the second set of results obtained from OptProp is displayed. In

Section 7.1 is displayed how some propeller parameters behave for a general mission. In

Section 7.2 an optimization is performed for a given mission and then chosen a propeller

among the solutions obtained. In Section 7.3, the chosen propeller is used for operational

optimization. Then, the process is repeated considering structural constraints.

7.1 Design Exploration

A multi-objective optimization will be performed in the next Section 7.2 with two

different objectives: power at the Takeoff point (PowerToff) and at the Top of Climb

point (PowerTOC). In this Section, we seek to understand how such objectives will

behave with the variation of design variables through design exploration. The Ąrst four

design variables adopted are related to the airfoils used in four different propeller stations.

As two airfoils of neighboring indexes can have completely different characteristics, it is

not feasible to explore these Ąrst four design variables. Therefore, the variables propeller

Diameter, Number of Blades, and the ratio between hub diameter and propeller diameter

(HubDiameter/Diameter) will be adopted for design exploration.

The Ąrst two design explorations charts can be seen in Figures 109 and 110. In

these cases, the inĆuences of the Number of Blades and Diameter on the takeoff and Top

of Climb powers were observed. It can be seen, through Figure 109, that the Diameter

has a great inĆuence on the value of the Top of Climb power, and the greater the value,

the smaller the objective in question. The increase in the Number of Blades also causes a

drop in the objective value, however, in a more subtle way.
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Figure 109 Ű Design Exploration - Number of Blades × Diameter - Top of Climb Power

Observing Figure 110, it is noticed that here also the increase in Diameter causes

an important drop in the takeoff power value. The increase in the Number of Blades also

causes a drop in objective value, but in an even more timid way than it did in Top of

Climb power.

Figure 110 Ű Design Exploration - Number of Blades × Diameter - Takeoff Power

Figures 111 and 112 place the HubDiamater/Diameter and Diameter variables in

design exploration for the two objective powers. In Figure 111 it can be seen that again
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the Diameter has a great inĆuence on the Top of Climb power. Increasing HubDiame-

ter/Diameter causes a small increase in the objective.

Figure 111 Ű Design Exploration - Hub Diameter (%) × Diameter - Top of Climb Power

Figure 112 shows similar results as the previous one: a larger Diameter causes a

large decrease in takeoff power, while increasing HubDiameter/Diameter causes a small

increase in objective.

Figure 112 Ű Design Exploration - Hub Diameter (%) × Diameter - Takeoff Power
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Through the design exploration, it is understood that increasing the Diameter and

Number of Blades and decreasing the HubDiameter/Diameter will cause the minimization

of both objectives. The main variable inĆuence found was the Diameter, so the larger this

variable is, the smaller the minimized objectives will be. In the Ąrst instance, one might

think that propellers with the Diameter at the upper limit will be selected, but some

constraints, such as the Mach number at the tip of the propeller, will limit this variable.
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7.2 Propeller Optimization for a Typical Mission

This Section will present another optimization philosophy. Propeller Optimization

for a Typical Mission will not care about dimensionless values, as done in the previous

Section 6.2, but about absolute values of a mission. Mission data from a turboprop aircraft

with two engines were used for the optimization carried out here. The chosen optimization

points were Takeoff and Top of Climb:

• Takeoff

– Total Thrust: 23.88 kN

– Flight Mach Number: 0.135 (47.30 m/s)

– Altitude: 0 m

• Top of Climb

– Total Thrust: 7.01 kN

– Flight Mach Number: 0.35 (114.15 m/s)

– Altitude: 3048 m

The objective in this Section is to minimize the required values of power at the

Takeoff point (PowerToff) and at the Top of Climb point (PowerTO). As the considered

aircraft has two engines, the necessary value of total thrust was divided by two. Therefore,

the multi-objective optimization problem can be written as:

min F (PowerTO, PowerToff) (7.1)
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subject to
CRmax

CRmax

− 1 ≤ 0, (7.2)

−
CRmin

CRmin

+ 1 ≤ 0, (7.3)

−
αmin(i)
αmin(i)

+ 1 ≤ 0, i = [1, 4] (7.4)

−
αmax(i)

αmax(i)
+ 1 ≤ 0, i = [1, 4] (7.5)

−ReC(i) + 1 ≤ 0, i = [1, 4] (7.6)

peak(i) − 1 ≤ 0, i = [1, 4] (7.7)

RPM_constraint ≤ 0, i = [1, 4] (7.8)

1 ≤ x(i) ≤ 4993, i = [1, 4] (7.9)

1200 ≤ x(5) ≤ 2000, (7.10)

4 ≤ x(6) ≤ 13, (7.11)

0.150 ≤ x(7) ≤ 0.250, (7.12)

1000 ≤ x(8) ≤ 3000, (7.13)

As can be seen in the optimization statement, some parameters were modiĄed to

more realistic values relative to the intended optimization, taking into account propeller

characteristics used for turboprop aircraft with compatible dimensions. An eighth variable

relative to the Rotational Speed value (RPM) for the Top of Climb point has been added.

The Takeoff Rotational Speed point is found using the propeller designed by changing

the pitch angle and Rotational Speed, looking for the lowest possible power within the

limits. It was added a new constraint function called RPM_constraint; this function

has a value of 1 when the Mach number at the propeller tip assumes values equal to or

greater than 0.8, and a value of 0 for smaller values. Such function is important to prevent

noisy propellers due to the creation of shock waves. Excessively thin or thick proĄles

have been removed from the database, so the Ąrst four design variables can have their

value up to 4932. The Diameter has been set to limits of 1200mm and 2000mm. The

number of possible blades was also modiĄed for the range of 4 to 13, as well as the ratio

of hub diameter and total diameter had its limits modiĄed to 0.150 and 0.250. In order

to reduce structural problems, the value of CRmin was changed to 0.04. In the present

studies, the philosophy of integer optimization was adopted. In this way, values that were

not integers by deĄnition, such as Diameter, Hub/Diameter Ratio, and Rotational Speed,

are treated as integers. In this way, computational errors arising from many decimal places

are avoided. The diameter was treated in millimeters, the Hub/Diameter ratio minimum

step was 0.1%, and the Rotational Speed minimum step is 1RPM .

Thrust, Mach Speed, and Altitude for the design points are set on the objective
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function. The proprieties related to the change in altitude, such as air density, kinematic

viscosity, and speed of sound were also considered. Due to the good results demonstrated

in the previous Section 6.2, NSGAII, AGEMOEA, and ARMOEA algorithms were chosen.

For each run, 10,000 solutions were evaluated across 100 generations and populations

with 100 individuals. For each of the three algorithms, 5 evaluations were performed,

thus totaling 150,000 solutions. Such executions took approximately 125 hours and were

performed on two different computers, with Intel Core i7-11800H and Intel Core i7-7700HQ

processors. The results can be seen in Figure 113 below:

Figure 113 Ű Pareto for Propeller Optimization - PowerTO ×PowerToff

Through Figure 113, one can see that there is a tendency for the best solutions

to be as good for PowerTO as for PowerToff . Figure 114 below highlights the best

objectives values:
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Figure 114 Ű Highlighted Pareto for Propeller Optimization - PowerTO ×PowerToff

It is possible to see that ARMOEA was successful in creating a large density of

points to the left of the graph, providing solutions with lower powers at Top of Climb,

while NSGAII and AGEMOEA were able to evaluate some points further down the graph,

therefore providing solutions with lower Takeoff powers:

The solution extracted from the Pareto front in this Section was:

x = [1421, 4091, 3648, 3796, 1879, 8, 225, 1337] (7.14)

representing a propeller with proĄles FX 74-CL6-140, NPL ARC CP 1372, NACA

65(3)-218, and NACA M5, with a diameter of 1.879m, with 8 blades, hub diameter ratio

of 22.5%, and a rotational speed of 1337RPM at Top of Climb.
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7.3 Operational Optimization

In this Section, a comparative study of two mission philosophies is proposed. In

both cases, data related to the same standard mission of a turboprop aircraft divided into

103 different steps is considered. In Figure 115 below, it is possible to see how the altitude

varies during the mission:

Figure 115 Ű Altitude versus Flight Mission Step

The mission can be divided into the following phases:

• 1) Takeoff: Step 1

• 2) Climb: Steps 2-22

• 3) Cruise: Steps 23-37

• 4) Descend: 38-58

• 5) Second Climb: 59-79

• 6) Second Descend: 80-100

• 7) Hold: 101-103

The Ąrst four items can be considered a typical mission for a turboprop aircraft.

Items 5-7 refer to a situation where, for whatever reason, the aircraft cannot land and

needs to regain its altitude to maneuver for the next landing. In order to carry out such a
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mission, the values of aircraft velocity and thrust shown in Figures 116 and 117 must be

achieved in each of the steps of the mission. The values shown for thrust are relative to

each of the two engines, so the total aircraft thrust value is double that shown below.

Figure 116 Ű Velocity versus Flight Mission Step

Figure 117 Ű Thrust versus Flight Mission Step

To carry out these missions, the propeller optimized in the previous Section 7.2 was
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considered. The Ąrst mission philosophy, which is going to be called 3 Rotational Speed

Flight, considers something that is already quite conventional in the current aeronautical

industry, which is the use of three different points for the rotational speed of the engines.

The second mission philosophy, called Multi Rotational Speed Flight, aims to use different

values of rotational speed to minimize the power in each of the mission steps. Such a

philosophy is not conventional in the aeronautical industry, however, it generates power

savings and, therefore, fuel savings. This Section aims to demonstrate and measure this

economy using different propeller rotational speeds throughout the Ćight mission. For this,

in addition to the rotational speed changing at every step of the Ćight, it is also necessary

to change the pitch angle of the propeller blades.

In this way, both mission philosophies were executed and the result for propeller

rotational speeds are shown in Figure 118. For case 3 Rotational Speed Flight, the

rotational speed levels were found, as well as the pitch angles, which minimize the power

for each of the steps. The same was done for the Multi Rotational Speed Flight case.

It can be seen when comparing Figures 117 and 118, that there is a shape correlation

between required thrust and rotational speed for the Multi Rotational Speed Flight case.

Figure 118 Ű Propeller Rotational Speeds (RPM) for both philosophies

Figure 119 shows the savings generated in power when comparing the two cases.

In some points, there is basically no difference, but in others, it can reach almost 10%.
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Figure 119 Ű Power economy comparing Multi Rotational Speed Flight and 3 Rotational
Speed Flight

Propeller Efficiency (η) for both cases is shown in Figure 120. It is observed that

these values are very close for both cases, with the Multi Rotational Speed Flight propeller

efficiency showing a little higher efficiency in some regions. It is also possible to notice that

the propeller efficiency is lower at points with high power requirements, such as Takeoff

and Climb, and greater at points where the power requirement is lower, such as Cruise

and Descend.
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Figure 120 Ű Propeller Efficiency (η) for Multi Rotational Speed Flight and 3 Rotational
Speed Flight

Figure 121 shows the variation of the coefficients of thrust (CT ) and power (CP )

along the Ćight for both cases. The values of the coefficients vary within the same range,

however, it is noted that the coefficient values for the Multi Rotational Speed Flight

vary more smoothly than in the 3 Rotational Speed Flight case. Such behavior can be

attributed to the condition that the propeller rotational speed can assume any value.
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Figure 121 Ű Thrust (CT ) and Power (CP ) coefficients for Multi Rotational Speed Flight
and 3 Rotational Speed Flight

Figure 122 shows how the Pitch Angle (β) behaves along the missions. As expected,

where the rotational speed values are the same for both cases in Figure 118, the Pitch

Angle values are also the same in Figure 122.

Figure 122 Ű Pitch Angle variation for Multi Rotational Speed Flight and 3 Rotational
Speed Flight
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Regarding the Total Energy used in a Ćight mission, it can be written as:

ET =
i=103
∑

i=1

Poweri∆ti (7.15)

where ET is the Total Energy for a mission, Poweri is the power, and ∆ti is the

time for each of the steps. The percentage energy savings, therefore, can be written as:

Energy_Economy(%) =
ET Multi − ET 3

ET 3

(7.16)

where ET Multi and ET 3 are the Total Energies for each of the missions. Developing

the Equations 7.16 and 7.15:

Energy_Economy(%) =

i=103
∑

i=1
PoweriMulti∆tiMulti −

i=103
∑

i=1
Poweri3∆ti3

i=103
∑

i=1
Poweri3∆ti3

(7.17)

Assuming that all ∆i time step values are equal, the Equation can be reduced to:

Energy_Economy(%) =

i=103
∑

i=1
PoweriMulti −

i=103
∑

i=1
Poweri3

i=103
∑

i=1
Poweri3

(7.18)

All values used in the Figures of this Section can be found in Appendix C. Applying

these values to Equation 7.18 saves 1.47% in the Total Energy of the proposed mission,

proving that the Multi Rotational Flight Speed philosophy can generate economic gains.

Depending on the type of mission, these power-saving values can be even greater, since the

more erratic a Ćight is, the less suitable the Ąxed rotational speed bands will be. Therefore,

Multi Rotational Speed Flight can mean even lower Ćight energies and therefore lower fuel

consumption for more complex missions.

7.3.1 Structural Constrained Operational Optimization

By applying the algorithm developed and presented in Section 5.3 to the optimized

propeller in Section 7.2 its natural frequencies are obtained. Figure 123 presents the

Campbell diagram for the propeller, where the Ąrst four-engine orders were considered,

engine order equivalent to the number of blades, and twice the number of blades, that is,

EO = (1, 2, 3, 4, 8, 16)

Through Figure 123, it is possible to see that there are some areas of intersection

between the curves of the natural frequencies with the straight lines related to the engine

order. These regions are called no-go zones, since they are rotation regions in which the
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engines must not operate. It is possible to notice that in the region between 350RPM and

750RPM there are some intersections between natural frequencies and EO=16 (Figure

124), however, as the engine only operates passing through these frequencies and does not

practice them in any part of the Ćight, for clarity on the chart, it was not marked as a

no-go zone. In rotation 1244RPM , the Ąrst vibration frequency coincides with EO = 8,

as well as in rotation 2736RPM , the intersection between the Ąrst frequency and EO = 4

occurs. As these are rotation frequencies in the aircraft operating range, two no-go zones

are generated considering errors of ±2% in natural frequencies, resulting in the ranges

1213 − 1275RPM and 2668 − 2804RPM .

When analyzing the Ćight data presented in Section 7.3, it is observed that the

rotations used in some segments are within the no-go zones: Step Take Off (Step 1),

Descent (Steps 42, 52, and 53), and Second Descent (Steps 93 and 94). To Ąx this issue,

the rotations of these segments are swapped with the closest allowed rotation, and the

referring data is recalculated, as can be seen in Table 19 and Figure 125 shows the rotations

along the mission when the structural constraint is considered.

Segment (Step Number) Velocity Thrust RPM Power CP CT Eta Beta
[-] [m/s] [N] [rpm] [kW] [-] [-] [-] [°]
TakeOff (1) 47.30 11137.3 2668 942.1 0.373 0.369 0.559 49.79
Descent (42) 100.21 1417.0 1275 165.9 0.645 0.220 0.858 73.22
Descent (52) 74.53 1445.9 1213 127.0 0.555 0.240 0.848 67.49
Descent (53) 72.03 1555.3 1275 132.7 0.498 0.233 0.843 65.28
Second Descent (93) 74.53 1467.9 1213 129.2 0.567 0.245 0.847 67.59
Second Descent (94) 71.40 1567.1 1275 132.8 0.500 0.236 0.842 65.13

Table 19 Ű New Ćight mission points considering structural constraints

Due to the structural constraint applied and some segments no longer being in

minimum power rotation, the energy saving obtained here (1.40%) is slightly smaller than

that obtained in Section 7.3 (1.47%), where there are no structural constraints. However,

because few segments were affected by the constraint, there was no major change in energy

savings.
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Figure 123 Ű Campbell Diagram
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Figure 124 Ű Campbell Diagram - 350-750RPM range

Figure 125 Ű Propeller Rotational Speeds (RPM) for No Go Zones



126

8 Final Considerations

This work presented a multi-objective optimum design of propellers using BEMT

and evolutionary algorithms called OptProp.

At Ąrst, seven multi-objective optimization problems were formulated considering

various conĆicting objective functions, such as CT , CM , η, and the propeller volume.

This process, called Propeller Parameters Optimization (6.2), was carried out through

dimensionless parameters. Five evolutionary algorithms were used to solve these problems,

and with the results, the Pareto fronts in two, three, and four dimensions were obtained.

Performance analyses were carried out considering these Pareto fronts through four metrics,

in which it was possible to detect the algorithms that presented the best performance in

the comparisons.

The possibility of extracting solutions from these Pareto fronts according to some

criterion is considered an essential aspect. A visual inspection was not used for this, but

a strategy based on weights deĄned by the decision-maker according to his preferences

(multi-criteria decision-making). Four types of extractions were illustrated in one of the

problems analyzed in this paper. Two scenarios were simulated with weights chosen by

the decision-maker concerning both engines adopted in the experiments. Analyzes were

carried out regarding the resolution capacity of the proposed problems for each of the Ąve

evolutionary algorithms used.

Then, another optimization was performed, this time considering absolute values,

speciĄcally the powers required at two points of the Ćight mission: Takeoff and Top of

Climb. This process was called Propeller Optimization (Section 7.2). Three different

evolutionary algorithms were used to obtain a Pareto front, from which a propeller was

extracted.

Finally, another optimization called Operational Optimization (Section 7.3) was

performed. From the propeller obtained in Section 7.2, a Ćight mission was optimized

in search of the minimum power required for each mission point by varying the values

of rotational speed and pitch angle. This process was performed freely and constrained,

obtaining the general Ćight energy reduction values of (1.47%) and (1.40%), respectively.

The proposed methodology enabled the design of efficient propellers systematically

and pragmatically. The results obtained demonstrate its potential, providing feasible

non-dominated solutions and signiĄcantly reducing computational costs using the BEMT

theory. Furthermore, it corroborates with the various studies in the area that aim, above all,

to improve the efficiencies of aeronautical systems while trying to mitigate environmental

and economic impacts.

For future work, applying high-Ądelity methods to the obtained propeller with
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multi-criteria decision-making is of great interest. Another point of improvement is creating

a new coupled propeller analysis code that allows the inclusion of Boundary Layer Ingestion

effects.
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Appendix A – QPROP Theory Background

In this Section, the steps used by Rocha [131] to demonstrate the theoretical

functioning of QPROP will be demonstrated. Figure 29 demonstrates how a W speed is

decomposed into two other speeds: axial and tangential. The tangential velocity vt can be

written as:

vt =
BΓ

4πrF
√

1 + (4JwR/πBr)2
(.1)

The correction factor for Prandtl F is given by:

F =
2
π
arccos(e−f ) (.2)

The f coefficient is written in terms of the local wake advance ratio (Jw). These

two coefficients are given by:

f =
B

2Jw(1 − r/R)
(.3)

Jw = (r/R)(Wa/Wt) (.4)

The use of the local advance ratio will provide better results for the analysis of Ćows

subjected to high loading, as recommended by Theodorsen [31]. For the calculation of the

axial component va, observing the perpendicularity of the vector v with the vector W , it

is obtained quickly by the relationship va = vt(Wt/Wa). Each propeller blade element will

be subjected to an angle of attack α, which will be equated as:

α(r) = β − arctan(
Wa

Wt

) (.5)

With the study of each section of the airfoil, it is possible to Ąnd a pair of variables

CL and CD that varies with the value α, Reynolds number, and Mach number. With the

value of CL, it is possible to obtain the result of the circulation equation:

Γ =
1
2
Wc CL (.6)

Although CL is known, there is still no calculation parameter for the total speed

W . Knowing the chord values c and geometric torsion angle β for each of the sessions,

in addition to the aerodynamic variables and the propeller operating constants V and ω,

the circulation function Γ(r) can be calculated for each of the sections of interest. For
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this, Drela [12] uses a Newton iteration with the introduction of a new variable Ψ. All

variables are parameterized as a function of Ψ, using Equation .6 to calculate the residual

of the method and correcting the value of Ψ for each iteration. This variable is shown in

Figure 126.

Figure 126 Ű Variables parametrization on ϕ - Withdrawn of [12]

Rewriting the variables according to the new parametrization variable, itŠs possible

to write the following equations:

Ua = V + ua (.7)

Ut = ωr − ut (.8)

U =
√

U2
a + U2

t (.9)

Wa(ψ) =
1
2

(Ua + Usenψ) (.10)

Wt(ψ) =
1
2

(Ut + Ucosψ) (.11)

ua(ψ) = Wa − Ua (.12)

ut(ψ) = Ut −Wt (.13)

α(ψ) = β − arctan(Wa/Wt) (.14)

W (ψ) =
√

W 2
a +W 2

t (.15)

Re(ψ) = ρWc/µ (.16)

Ma(ψ) = W/a (.17)
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Rewriting Equation .1 in terms of the circulation Γ and with the parameterized

variables:

Γ(ψ) = vt
4πr
B
F

√

1 + (4λwR/πBr)2 (.18)

The residual ℜ of NewtonŠs iteration is then calculated with the difference between

the previous Equation and Equation .6:

ℜ(ψ) = Γ −
1
2
Wc CL(α,Re,Ma) (.19)

Thus, the value of Ψ can be rewritten by adding a δΨ differential to this variable:

δϕ = −
ℜ

dℜ/dϕ
(.20)

The algorithm is repeated until the residual ℜ converges until its nullity through

a convergence criterion. Using the method for each section of the airfoil, it is possible

to determine a distribution of radial circulation Γ(r), which allows the calculation of the

total thrust T and total torque Q performed by the propeller. Through the developments

carried out by Drela [12], dT and dQ are rewritten in order to take into account more

than one blade and add the variable ϵ = CD/CL. Thus, it is possible to write:

dT = ρBΓ(Wt − ϵWa)dr (.21)

dQ = ρBΓ(Wa − ϵWt)r dr (.22)

Through the equations above, it is possible to deĄne the local efficiency in a given

propeller section, being useful for the detailed analysis required in the development of a

new propeller geometry that provides the highest possible efficiency. Thus:

η =
V

ωR

Wt − ϵWa

Wa − ϵWt

(.23)

The thrust and total torque can be obtained by radially integrating Equations .21

and .22, respectively. These integrals can be approximated by:

T ≃ ρB
∑

r

Γ(Wt − ϵWa)∆r (.24)

Q ≃ ρB
∑

r

Γ(Wa − ϵWt)r∆r (.25)
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Although the formulation presented satisĄes the radial conditions of the sections,

some global variables will not be calculated, but imposed by the user as a calculation

parameter. Just as the residual calculation for circulation was used in Equation .19, it

will also be necessary to calculate it for the multiple combinations that may be requested

in the execution of the QPROP.

For the situation of analysis of a propeller, where the geometries are known and

passed as input data of the program, the calculation model assumes that there may be

four unknown variables: Γ(r), V , ω and ∆β, the last one being a condition of variation

of the propeller pitch, useful for propellers that operate under the variable pitch regime.

It is possible to realize at this point that the circulation will be given by a function

Γ(r;V ;ω; ∆β), while the residual R deĄned above will not be a function of only Ψ, but

will be calculated in such a way that:

ℜ(ψ;V ;ω; β) = 0 (.26)

The residual variation should be null not only in Ψ, but also for any other physical

disturbances that may occur due to the other variables. This δR variation can be obtained

by:

δℜ =
δℜ

δϕ
δϕ+

δℜ

δV
δV +

δℜ

δω
δω +

δℜ

δ∆β
δ∆β = 0 (.27)

For the analysis problem that consists of calculating the load that exists on a

propeller given the geometry, then independent plots of the residue are considered, called

Rr, R1, R2 and R3. While the Ąrst relates to the circulation-independent residue, the

other components will depend exclusively on the type of speciĄcation that the user deĄnes

as the calculation input. The most common compositions are:

• Speed, rotation, and pitch variation;

• Speed, rotation, and torque;

• Speed, pitch variation, and thrust;

• Rotation, pitch, and thrust.

Although the torque and thrust are not deĄned as independent variables, it can be

seen from the previous equations that these values will be found, respectively, in functions

of form Q(V, ω,∆β) and T (V, ω,∆β). Thus, it is possible to rewrite these values according

to the derivatives of the circulation for each of the partial derivatives required in the

calculation of the residual.
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Having chosen the three variables to be speciĄed, the residuals related to these will

be approximated to zero values simultaneously, through a Newton iteration for multiple

variables. This condition is achieved through the following relationship:



















δV

δω

δ∆β



















= [
δ(R1, R2, R3)
δ(V, ω,∆β

]−1



















δR1

δR2

δR3β



















(.28)

Finally, the overall efficiency of the propeller and the other coefficients of perfor-

mance CT and CP can be calculated, to perform the required analysis of the studied

propeller. With these developments, the use of QPROP becomes intuitive, allowing the

user to interpret each of the results provided.
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Appendix B – Performance indicators
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Problem AGEMOEA ARMOEA MSOPSII NSGAII NSGAIIARSBX

MOOP1 1.9357e+0 (4.49e-3) ≈ 1.9367e+0 (2.11e-3) ≈ 1.9356e+0 (4.53e-3) ≈ 1.9386e+0 (1.55e-3) − 1.9356e+0 (3.34e-3) +
MOOP2 1.4539e+0 (1.09e-2) ≈ 1.4546e+0 (9.49e-3) ≈ 1.4538e+0 (9.45e-3) ≈ 1.4484e+0 (1.12e-2) ≈ 1.4588e+0 (1.45e-2) ≈

MOOP3 1.9298e+0 (9.67e-3) ≈ 1.9414e+0 (1.92e-2) ≈ 1.9244e+0 (2.85e-2) ≈ 1.9288e+0 (1.02e-2) ≈ 1.9392e+0 (1.41e-2) ≈

MOOP4 2.1500e+0 (1.82e-2) + 2.1561e+0 (7.65e-3) ≈ 2.1724e+0 (5.25e-3) − 2.1643e+0 (4.77e-3) − 2.1604e+0 (5.74e-3) +
MOOP5 2.1771e+0 (2.05e-3) ≈ 2.1788e+0 (1.49e-3) ≈ 2.1759e+0 (6.19e-3) ≈ 2.1779e+0 (2.31e-3) ≈ 2.1782e+0 (2.41e-3) ≈

MOOP6 1.7600e+0 (3.92e-3) ≈ 1.7607e+0 (6.61e-3) ≈ 1.7635e+0 (1.29e-2) ≈ 1.7615e+0 (4.72e-3) ≈ 1.7609e+0 (4.93e-3) ≈

MOOP7 2.3750e+0 (6.29e-3) + 2.3745e+0 (5.93e-3) + 2.3867e+0 (6.06e-3) ≈ 2.3810e+0 (3.45e-3) ≈ 2.3837e+0 (3.48e-3) ≈

+/− / ≈ 2/0/5 1/0/6 0/1/6 0/2/5 2/0/5

Table 20 Ű IGD - OS

Problem AGEMOEA ARMOEA MSOPSII NSGAII NSGAIIARSBX

MOOP1 9.9618e-1 (8.81e-4) ≈ 9.9562e-1 (1.50e-3) ≈ 9.9599e-1 (1.69e-3) ≈ 9.9559e-1 (9.84e-4) ≈ 9.9581e-1 (8.63e-4) ≈

MOOP2 9.9214e-1 (1.30e-3) ≈ 9.9264e-1 (1.37e-3) ≈ 9.9207e-1 (1.12e-3) ≈ 9.9317e-1 (1.45e-3) + 9.9182e-1 (1.88e-3) −

MOOP3 9.9992e-1 (1.28e-5) ≈ 9.9993e-1 (1.95e-5) ≈ 9.9977e-1 (3.46e-4) ≈ 9.9992e-1 (1.68e-5) ≈ 9.9994e-1 (1.63e-5) ≈

MOOP4 9.8833e-1 (9.13e-4) ≈ 9.8831e-1 (1.09e-3) ≈ 9.8758e-1 (6.41e-4) − 9.8787e-1 (5.35e-4) ≈ 9.8807e-1 (4.33e-4) ≈

MOOP5 9.9453e-1 (8.38e-4) ≈ 9.9430e-1 (1.08e-3) ≈ 9.9646e-1 (2.27e-3) ≈ 9.9419e-1 (1.00e-3) ≈ 9.9454e-1 (9.82e-4) ≈

MOOP6 9.9297e-1 (5.66e-4) ≈ 9.9240e-1 (1.03e-3) ≈ 9.9154e-1 (1.76e-3) ≈ 9.9284e-1 (7.82e-4) ≈ 9.9295e-1 (8.70e-4) ≈

MOOP7 9.8820e-1 (5.58e-4) + 9.8774e-1 (3.06e-4) ≈ 9.8662e-1 (1.04e-3) ≈ 9.8779e-1 (3.13e-4) ≈ 9.8735e-1 (5.61e-4) ≈

+/− / ≈ 1/0/6 0/0/7 0/1/6 1/0/6 0/1/6

Table 21 Ű HV - OS
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Problem AGEMOEA ARMOEA MSOPSII NSGAII NSGAIIARSBX

MOOP1 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 4.0000e-1 (5.16e-1) − 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP2 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 5.0300e-1 (5.24e-1) − 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP3 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 5.1200e-1 (5.14e-1) − 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP4 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP5 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 6.0400e-1 (5.11e-1) − 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP6 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 5.0000e-1 (5.27e-1) − 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP7 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 6.0000e-1 (5.16e-1) − 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

+/− / ≈ 0/0/7 0/0/7 0/6/1 0/0/7 0/0/7

Table 22 Ű Feasible Rate - OS

Problem AGEMOEA ARMOEA MSOPSII NSGAII NSGAIIARSBX

MOOP1 1.4158e-3 (1.06e-3) ≈ 1.5595e-3 (5.00e-4) ≈ 3.8113e-3 (1.64e-3) − 1.1759e-3 (1.60e-4) ≈ 1.2277e-3 (2.75e-4) ≈

MOOP2 6.9000e-4 (2.91e-4) ≈ 7.3633e-4 (4.94e-4) ≈ 9.6007e-3 (5.46e-3) − 8.3256e-4 (2.20e-4) ≈ 7.1306e-4 (1.08e-4) ≈

MOOP3 6.3246e-4 (1.42e-3) ≈ 1.8119e-4 (2.27e-4) ≈ 5.4400e-4 (6.50e-4) ≈ 1.0180e-3 (1.67e-3) ≈ 1.2493e-3 (1.87e-3) ≈

MOOP4 1.5846e-3 (3.61e-4) ≈ 2.0920e-3 (2.17e-4) − 6.1086e-3 (2.09e-3) − 1.3385e-3 (2.03e-4) ≈ 1.6670e-3 (7.12e-4) ≈

MOOP5 1.3364e-3 (3.16e-4) − 1.1044e-3 (1.98e-4) ≈ 5.9236e-3 (8.49e-3) − 8.9360e-4 (1.62e-4) ≈ 1.0640e-3 (2.30e-4) ≈

MOOP6 4.2145e-4 (4.25e-5) + 7.2536e-4 (1.46e-4) − 1.8404e-3 (4.66e-4) − 5.1251e-4 (5.19e-5) ≈ 5.1447e-4 (6.56e-5) ≈

MOOP7 1.9959e-3 (3.40e-4) − 2.5194e-3 (3.79e-4) − 3.9466e-3 (1.82e-3) − 1.6673e-3 (4.01e-4) ≈ 1.5920e-3 (4.88e-4) ≈

+/− / ≈ 1/2/4 0/3/4 0/6/1 0/0/7 0/0/7

Table 23 Ű Spacing - OS



145

Problem AGEMOEA ARMOEA MSOPSII NSGAII NSGAIIARSBX

MOOP1 2.0783e+0 (3.54e-3) ≈ 2.0772e+0 (5.74e-3) ≈ 2.0794e+0 (5.67e-3) − 2.0786e+0 (4.52e-3) ≈ 2.0769e+0 (4.80e-3) ≈

MOOP2 1.4526e+0 (1.14e-2) + 1.4608e+0 (1.23e-2) ≈ 1.4570e+0 (9.04e-3) ≈ 1.4601e+0 (6.70e-3) ≈ 1.4652e+0 (1.24e-2) ≈

MOOP3 2.0679e+0 (1.30e-2) ≈ 2.0707e+0 (1.05e-2) ≈ 2.0586e+0 (2.28e-2) ≈ 2.0685e+0 (1.10e-2) ≈ 2.0727e+0 (1.13e-2) ≈

MOOP4 2.2859e+0 (5.30e-3) ≈ 2.2832e+0 (5.29e-3) + 2.3009e+0 (1.04e-3) − 2.2916e+0 (7.73e-3) ≈ 2.2908e+0 (3.86e-3) ≈

MOOP5 2.3047e+0 (1.91e-3) ≈ 2.3048e+0 (5.19e-3) − 2.3067e+0 (4.70e-3) ≈ 2.3057e+0 (2.00e-3) ≈ 2.3041e+0 (1.99e-3) ≈

MOOP6 1.7671e+0 (4.74e-3) − 1.7659e+0 (5.12e-3) − 1.7587e+0 (7.03e-3) ≈ 1.7630e+0 (1.06e-2) ≈ 1.7592e+0 (7.16e-3) ≈

MOOP7 2.4875e+0 (8.88e-3) + 2.4928e+0 (4.43e-3) ≈ 2.5057e+0 (6.77e-3) − 2.4997e+0 (1.36e-3) ≈ 2.4959e+0 (6.18e-3) ≈

+/− / ≈ 2/1/4 1/2/4 0/3/4 0/0/7 0/0/7

Table 24 Ű IGD - BL

Problem AGEMOEA ARMOEA MSOPSII NSGAII NSGAIIARSBX

MOOP1 9.9158e-1 (2.93e-3) ≈ 9.9358e-1 (2.75e-3) ≈ 9.9198e-1 (2.81e-3) ≈ 9.9159e-1 (3.72e-3) ≈ 9.9309e-1 (3.41e-3) ≈

MOOP2 9.9040e-1 (1.64e-3) ≈ 9.8948e-1 (1.75e-3) ≈ 9.8954e-1 (1.68e-3) ≈ 9.8974e-1 (1.17e-3) ≈ 9.8921e-1 (2.01e-3) ≈

MOOP3 9.9991e-1 (2.33e-5) ≈ 9.9992e-1 (1.82e-5) ≈ 9.9986e-1 (9.46e-5) ≈ 9.9992e-1 (1.20e-5) ≈ 9.9991e-1 (2.82e-5) ≈

MOOP4 9.8098e-1 (3.91e-3) ≈ 9.8295e-1 (3.81e-3) ≈ 9.8057e-1 (2.09e-3) ≈ 9.7986e-1 (2.81e-3) ≈ 9.7910e-1 (5.12e-3) ≈

MOOP5 9.8682e-1 (2.15e-3) − 9.8854e-1 (3.60e-3) ≈ 9.8663e-1 (2.86e-3) − 9.8828e-1 (1.57e-3) ≈ 9.9064e-1 (3.31e-3) ≈

MOOP6 9.8827e-1 (1.47e-3) − 9.8897e-1 (1.14e-3) ≈ 9.8852e-1 (2.37e-3) ≈ 9.8892e-1 (2.13e-3) ≈ 9.9058e-1 (2.27e-3) ≈

MOOP7 9.8000e-1 (5.01e-3) ≈ 9.7974e-1 (3.97e-3) ≈ 9.7887e-1 (7.29e-3) ≈ 9.7874e-1 (3.18e-3) ≈ 9.7901e-1 (3.69e-3) ≈

+/− / ≈ 0/2/5 0/0/7 0/1/6 0/0/7 0/0/7

Table 25 Ű HV - BL
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Problem AGEMOEA ARMOEA MSOPSII NSGAII NSGAIIARSBX

MOOP1 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 6.0000e-1 (5.16e-1) − 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP2 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 6.0000e-1 (5.16e-1) − 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP3 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 9.0000e-1 (3.16e-1) ≈ 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP4 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 6.0000e-1 (5.16e-1) − 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP5 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 8.0000e-1 (4.22e-1) ≈ 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP6 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 8.0000e-1 (4.22e-1) ≈ 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

MOOP7 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈ 7.0000e-1 (4.83e-1) ≈ 1.0000e+0 (0.00e+0) ≈ 1.0000e+0 (0.00e+0) ≈

+/− / ≈ 0/0/7 0/0/7 0/3/4 0/0/7 0/0/7

Table 26 Ű Feasible Rate - BL

Problem AGEMOEA ARMOEA MSOPSII NSGAII NSGAIIARSBX

MOOP1 1.5967e-3 (4.31e-4) ≈ 1.4510e-3 (3.61e-4) ≈ 6.6519e-3 (3.26e-3) − 1.8931e-3 (6.81e-4) ≈ 1.9141e-3 (8.64e-4) ≈

MOOP2 7.1830e-4 (3.01e-4) + 9.8466e-4 (4.99e-4) ≈ 1.0526e-2 (5.34e-3) − 1.3059e-3 (5.80e-4) ≈ 1.2829e-3 (5.76e-4) ≈

MOOP3 3.9747e-4 (7.38e-4) ≈ 3.0867e-4 (3.48e-4) ≈ 6.5956e-4 (4.09e-4) ≈ 6.0328e-4 (9.84e-4) ≈ 4.2086e-4 (6.53e-4) ≈

MOOP4 1.6773e-3 (2.25e-4) ≈ 2.5641e-3 (3.99e-4) − 3.6895e-3 (1.38e-3) − 1.7395e-3 (4.71e-4) ≈ 1.8295e-3 (2.73e-4) ≈

MOOP5 2.1949e-3 (1.32e-3) − 1.7682e-3 (6.44e-4) − 3.1848e-3 (1.28e-3) − 1.2215e-3 (1.00e-4) ≈ 1.2589e-3 (2.37e-4) ≈

MOOP6 1.0701e-3 (3.26e-4) ≈ 1.5788e-3 (6.60e-4) + 5.7197e-3 (4.70e-3) − 1.1354e-3 (8.92e-4) ≈ 1.8519e-3 (3.39e-3) ≈

MOOP7 2.7822e-3 (7.65e-4) − 3.0542e-3 (3.94e-4) − 3.3366e-3 (1.15e-3) − 1.8055e-3 (1.77e-4) ≈ 1.9652e-3 (5.87e-4) ≈

+/− / ≈ 1/2/4 1/3/3 0/6/1 0/0/7 0/0/7

Table 27 Ű Spacing - BL
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Appendix C – Operational optimization
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Common Data 3 Rotational Speed Flight Data Multi Rotational Speed Flight Data
Segment Velocity Thrust RPM Power CP CT Eta Beta RPM Power CP CT Eta Beta Power_Diff

[-] [m/s] [N] [rpm] [kW] [-] [-] [-] [°] [rpm] [kW] [-] [-] [-] [°] [-]
TakeOff 47.30 11137.3 2650 949.3 0.384 0.374 0.555 50.08 2795 917.0 0.316 0.337 0.575 49.14 -3.41%
Climb 1 52.14 8012.4 2250 665.3 0.446 0.378 0.628 52.97 2594 640.6 0.280 0.285 0.653 49.40 -3.73%
Climb 2 55.67 7721.8 2250 659.5 0.443 0.366 0.652 53.37 2493 647.9 0.320 0.298 0.664 50.16 -1.76%
Climb 3 58.48 7429.4 2250 647.8 0.437 0.353 0.671 53.62 2532 636.6 0.302 0.279 0.683 50.01 -1.73%
Climb 4 62.01 7187.8 2250 645.7 0.437 0.343 0.690 54.12 2548 639.6 0.298 0.268 0.698 49.94 -0.95%
Climb 5 64.83 6844.7 2250 626.9 0.426 0.328 0.708 54.32 2549 622.9 0.291 0.256 0.713 50.20 -0.65%
Climb 6 68.35 6533.4 2250 615.0 0.420 0.314 0.726 54.73 2510 605.9 0.298 0.253 0.737 51.71 -1.47%
Climb 7 71.17 6253.6 2250 601.3 0.412 0.302 0.740 55.03 2482 598.0 0.305 0.248 0.745 51.76 -0.55%
Climb 8 74.69 5962.1 2250 589.4 0.405 0.289 0.756 55.48 2424 587.5 0.323 0.249 0.758 53.00 -0.33%
Climb 9 77.51 5717.1 2250 577.7 0.399 0.278 0.767 55.83 2384 576.5 0.335 0.248 0.769 53.91 -0.21%
Climb 10 81.03 5494.6 2250 571.7 0.396 0.268 0.779 56.38 2372 570.8 0.338 0.241 0.780 54.62 -0.16%
Climb 11 83.85 5253.0 2250 558.5 0.389 0.258 0.789 56.73 2329 558.0 0.350 0.240 0.789 55.58 -0.08%
Climb 12 86.67 5049.6 2250 549.0 0.384 0.249 0.797 57.13 2299 548.8 0.359 0.238 0.797 56.41 -0.03%
Climb 13 90.19 4838.9 2250 541.5 0.380 0.239 0.806 57.68 2262 541.5 0.374 0.237 0.806 57.50 0.00%
Climb 14 93.01 4640.7 2250 531.2 0.374 0.230 0.813 58.08 2213 531.1 0.393 0.238 0.813 58.65 -0.01%
Climb 15 95.83 4445.1 2250 520.4 0.368 0.221 0.818 58.48 2170 520.1 0.410 0.238 0.819 59.71 -0.05%
Climb 16 99.35 4282.3 2250 516.3 0.366 0.214 0.824 59.08 2137 515.8 0.427 0.237 0.825 60.84 -0.09%
Climb 17 102.17 4129.0 2250 509.4 0.363 0.207 0.828 59.53 2105 508.6 0.442 0.237 0.830 61.80 -0.15%
Climb 18 104.99 3942.9 2250 497.5 0.356 0.199 0.832 59.93 2066 496.3 0.458 0.236 0.834 62.83 -0.24%
Climb 19 108.51 3795.6 2250 492.8 0.354 0.192 0.836 60.53 2026 491.2 0.483 0.237 0.839 64.09 -0.33%
Climb 20 111.33 3660.4 2250 486.1 0.350 0.186 0.838 60.98 1991 484.1 0.503 0.237 0.842 65.14 -0.40%
Climb 21 114.15 3528.3 2250 479.2 0.347 0.180 0.841 61.43 1966 476.7 0.517 0.236 0.845 66.00 -0.50%
Cruise 1 113.99 3500.4 1700 475.8 0.798 0.312 0.839 71.16 1959 472.5 0.518 0.235 0.845 66.06 -0.70%
Cruise 2 113.99 3437.3 1700 466.5 0.782 0.307 0.840 71.04 1949 463.2 0.515 0.233 0.846 66.13 -0.70%
Cruise 3 113.99 3331.1 1700 450.9 0.756 0.297 0.842 70.84 1907 448.8 0.533 0.236 0.847 66.73 -0.46%
Cruise 4 113.99 3262.2 1700 440.9 0.739 0.291 0.844 70.71 1900 439.3 0.528 0.233 0.847 66.75 -0.36%
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Common Data 3 Rotational Speed Flight Data Multi Rotational Speed Flight Data
Segment Velocity Thrust RPM Power CP CT Eta Beta RPM Power CP CT Eta Beta Power_Diff

[-] [m/s] [N] [rpm] [kW] [-] [-] [-] [°] [rpm] [kW] [-] [-] [-] [°] [-]
Cruise 5 113.99 3198.0 1700 431.6 0.724 0.285 0.845 70.59 1884 429.8 0.529 0.232 0.848 66.94 -0.41%
Cruise 6 113.99 3128.3 1700 421.5 0.707 0.279 0.846 70.46 1853 420.3 0.544 0.235 0.849 67.41 -0.28%
Cruise 7 113.99 3026.0 1700 406.9 0.682 0.270 0.848 70.27 1818 406.2 0.557 0.236 0.849 67.90 -0.16%
Cruise 8 113.99 2955.9 1700 396.9 0.666 0.264 0.849 70.14 1799 396.7 0.561 0.236 0.850 68.15 -0.05%
Cruise 9 113.99 2887.3 1700 387.2 0.649 0.258 0.850 70.01 1800 387.2 0.547 0.230 0.851 68.01 0.00%
Cruise 10 113.99 2822.5 1700 378.1 0.634 0.252 0.851 69.89 1753 377.7 0.578 0.237 0.851 68.81 -0.11%
Cruise 11 113.99 2716.0 1700 363.3 0.609 0.242 0.852 69.69 1723 363.2 0.585 0.236 0.852 69.23 -0.04%
Cruise 12 113.99 2646.4 1700 353.7 0.593 0.236 0.853 69.56 1702 353.1 0.591 0.236 0.853 69.53 -0.17%
Cruise 13 113.99 2576.7 1700 344.2 0.577 0.230 0.853 69.43 1693 344.0 0.585 0.232 0.853 69.58 -0.05%
Cruise 14 113.99 2474.0 1700 330.2 0.554 0.221 0.854 69.24 1667 330.2 0.587 0.230 0.854 69.92 -0.01%
Cruise 15 113.99 2403.7 1700 320.7 0.538 0.215 0.854 69.11 1644 320.7 0.595 0.230 0.855 70.26 0.00%
Descent 1 113.99 1596.2 1700 214.9 0.360 0.142 0.847 67.64 1357 212.1 0.699 0.224 0.858 74.94 -1.28%
Descent 2 111.49 1657.0 1700 217.9 0.364 0.147 0.848 67.16 1379 215.1 0.673 0.224 0.858 73.99 -1.27%
Descent 3 108.98 1722.5 1700 221.2 0.368 0.153 0.849 66.68 1406 218.6 0.643 0.223 0.858 72.92 -1.17%
Descent 4 105.85 1793.5 1700 223.6 0.371 0.158 0.849 66.05 1406 221.1 0.648 0.231 0.857 72.35 -1.11%
Descent 5 103.35 1833.6 1700 223.2 0.369 0.161 0.849 65.50 1437 221.3 0.605 0.226 0.856 71.09 -0.86%
Descent 6 100.21 1417.0 1700 169.6 0.279 0.124 0.837 63.91 1270 165.7 0.654 0.223 0.858 73.36 -2.29%
Descent 7 97.71 1512.6 1700 175.9 0.288 0.132 0.840 63.43 1292 172.5 0.644 0.229 0.857 72.41 -1.96%
Descent 8 94.58 1554.9 1700 175.1 0.286 0.135 0.840 62.67 1300 171.8 0.627 0.231 0.856 71.49 -1.86%
Descent 9 92.07 1631.0 1700 178.7 0.290 0.141 0.841 62.13 1313 175.6 0.620 0.237 0.855 70.68 -1.69%
Descent 10 88.94 1088.5 1700 118.9 0.193 0.094 0.814 60.17 1103 112.6 0.667 0.222 0.858 73.90 -5.32%
Descent 11 86.43 1149.7 1700 121.5 0.196 0.099 0.818 59.56 1123 115.5 0.647 0.226 0.858 72.80 -4.92%
Descent 12 83.30 1199.8 1700 122.0 0.196 0.103 0.819 58.73 1142 116.6 0.618 0.227 0.856 71.49 -4.40%
Descent 13 80.80 1273.8 1700 125.3 0.201 0.109 0.822 58.12 1171 120.3 0.589 0.229 0.855 70.12 -3.94%
Descent 14 77.67 1368.2 1700 129.1 0.206 0.116 0.823 57.35 1203 124.9 0.562 0.232 0.851 68.54 -3.21%
Descent 15 74.53 1445.9 1700 130.9 0.208 0.122 0.823 56.53 1223 126.9 0.541 0.236 0.848 67.20 -3.09%
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Common Data 3 Rotational Speed Flight Data Multi Rotational Speed Flight Data
Segment Velocity Thrust RPM Power CP CT Eta Beta RPM Power CP CT Eta Beta Power_Diff

[-] [m/s] [N] [rpm] [kW] [-] [-] [-] [°] [rpm] [kW] [-] [-] [-] [°] [-]
Descent 16 72.03 1555.3 1700 136.1 0.215 0.131 0.823 55.97 1264 132.7 0.511 0.237 0.843 65.58 -2.56%
Descent 17 68.90 1634.4 1700 137.4 0.217 0.137 0.820 55.14 1286 134.3 0.489 0.240 0.838 64.17 -2.22%
Descent 18 66.39 1720.5 1700 139.8 0.220 0.144 0.817 54.51 1316 137.3 0.465 0.240 0.833 62.78 -1.81%
Descent 19 63.26 1812.3 1700 141.2 0.221 0.151 0.812 53.68 1356 138.8 0.428 0.237 0.825 60.91 -1.74%
Descent 20 60.13 1929.2 1700 144.1 0.225 0.160 0.805 52.90 1393 142.1 0.403 0.238 0.816 59.23 -1.38%
Descent 21 57.62 2048.9 1700 148.0 0.230 0.169 0.798 52.33 1445 146.4 0.370 0.235 0.807 57.45 -1.04%
DClimb 1 52.14 8012.4 2250 665.3 0.446 0.378 0.628 52.97 2640 629.4 0.261 0.275 0.665 48.38 -5.41%
DClimb 2 55.67 7721.9 2250 659.5 0.443 0.366 0.652 53.37 2620 624.7 0.266 0.270 0.689 48.63 -5.29%
DClimb 3 58.48 7429.5 2250 647.8 0.437 0.353 0.671 53.62 2596 635.2 0.279 0.266 0.685 49.10 -1.96%
DClimb 4 62.01 7187.8 2250 645.7 0.437 0.343 0.690 54.12 2571 638.1 0.290 0.263 0.699 49.63 -1.18%
DClimb 5 64.83 6844.7 2250 626.9 0.426 0.328 0.708 54.32 2531 618.9 0.296 0.260 0.718 50.34 -1.28%
DClimb 6 68.35 6533.5 2250 615.0 0.420 0.314 0.726 54.73 2509 611.3 0.301 0.253 0.731 51.12 -0.60%
DClimb 7 71.17 6253.6 2250 601.3 0.412 0.302 0.740 55.03 2472 598.0 0.309 0.250 0.745 51.88 -0.54%
DClimb 8 74.69 5962.1 2250 589.4 0.405 0.289 0.756 55.48 2424 587.5 0.323 0.249 0.758 53.00 -0.33%
DClimb 9 77.51 5717.1 2250 577.7 0.399 0.278 0.767 55.83 2384 576.5 0.335 0.248 0.769 53.91 -0.21%
DClimb 10 81.03 5494.6 2250 571.7 0.396 0.268 0.779 56.38 2366 570.8 0.340 0.243 0.780 54.70 -0.16%
DClimb 11 83.85 5253.0 2250 558.5 0.389 0.258 0.789 56.73 2329 558.0 0.350 0.240 0.789 55.58 -0.08%
DClimb 12 86.67 5049.6 2250 549.0 0.384 0.249 0.797 57.13 2299 548.8 0.359 0.238 0.797 56.41 -0.03%
DClimb 13 90.19 4838.9 2250 541.5 0.380 0.239 0.806 57.68 2262 541.5 0.374 0.237 0.806 57.50 0.00%
DClimb 14 93.01 4640.7 2250 531.2 0.374 0.230 0.813 58.08 2213 531.1 0.393 0.238 0.813 58.65 -0.01%
DClimb 15 95.83 4445.1 2250 520.4 0.368 0.221 0.818 58.48 2170 520.1 0.410 0.238 0.819 59.71 -0.05%
DClimb 16 99.35 4282.2 2250 516.2 0.366 0.214 0.824 59.08 2137 515.8 0.427 0.237 0.825 60.84 -0.09%
DClimb 17 102.17 4129.0 2250 509.4 0.363 0.207 0.828 59.53 2117 508.6 0.435 0.234 0.829 61.60 -0.15%
DClimb 18 104.99 3942.9 2250 497.5 0.356 0.199 0.832 59.93 2066 496.3 0.458 0.236 0.834 62.83 -0.24%
DClimb 19 108.51 3795.6 2250 492.8 0.354 0.192 0.836 60.53 2026 491.2 0.483 0.237 0.839 64.09 -0.33%
DClimb 20 111.33 3660.4 2250 486.1 0.350 0.186 0.838 60.98 1991 484.1 0.503 0.237 0.842 65.14 -0.40%
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Common Data 3 Rotational Speed Flight Data Multi Rotational Speed Flight Data
Segment Velocity Thrust RPM Power CP CT Eta Beta RPM Power CP CT Eta Beta Power_Diff

[-] [m/s] [N] [rpm] [kW] [-] [-] [-] [°] [rpm] [kW] [-] [-] [-] [°] [-]
DClimb 21 114.15 3528.3 2250 479.2 0.347 0.180 0.841 61.43 1966 476.7 0.517 0.236 0.845 66.00 -0.50%
DDescent 1 113.99 675.6 1700 101.3 0.170 0.060 0.760 66.01 1032 92.7 0.694 0.163 0.830 80.66 -8.56%
DDescent 2 111.49 712.5 1700 103.4 0.173 0.063 0.768 65.47 1032 94.5 0.705 0.171 0.836 80.24 -8.65%
DDescent 3 108.36 752.7 1700 105.1 0.175 0.067 0.776 64.77 1044 96.4 0.692 0.176 0.842 79.35 -8.29%
DDescent 4 105.22 798.9 1700 107.2 0.178 0.070 0.784 64.06 1052 99.3 0.694 0.184 0.847 78.58 -7.39%
DDescent 5 102.09 826.6 1700 107.1 0.177 0.073 0.788 63.30 1047 99.3 0.702 0.192 0.850 78.08 -7.28%
DDescent 6 98.96 901.7 1700 111.8 0.184 0.079 0.798 62.61 1050 104.0 0.726 0.206 0.854 77.48 -6.94%
DDescent 7 95.83 945.0 1700 112.8 0.185 0.082 0.803 61.84 1071 105.8 0.693 0.208 0.856 76.23 -6.23%
DDescent 8 92.70 1037.8 1700 118.5 0.193 0.090 0.812 61.15 1089 111.7 0.694 0.219 0.858 75.19 -5.73%
DDescent 9 90.19 1085.8 1700 120.2 0.195 0.094 0.815 60.53 1098 114.2 0.689 0.225 0.858 74.42 -5.00%
DDescent 10 87.06 1159.2 1700 123.2 0.200 0.100 0.819 59.77 1128 117.6 0.652 0.227 0.858 72.89 -4.54%
DDescent 11 83.93 1211.8 1700 123.9 0.200 0.104 0.821 58.95 1155 118.4 0.609 0.225 0.856 71.34 -4.45%
DDescent 12 80.80 1297.5 1700 127.4 0.205 0.111 0.823 58.18 1165 122.8 0.613 0.237 0.854 70.41 -3.60%
DDescent 13 77.67 1363.0 1700 128.6 0.206 0.116 0.823 57.35 1187 124.4 0.585 0.239 0.851 69.00 -3.21%
DDescent 14 74.53 1467.9 1700 132.8 0.212 0.125 0.824 56.59 1239 129.0 0.532 0.235 0.847 66.84 -2.83%
DDescent 15 71.40 1567.1 1700 136.0 0.216 0.133 0.823 55.81 1267 132.8 0.510 0.239 0.842 65.35 -2.38%
DDescent 16 68.27 1646.9 1700 137.3 0.217 0.139 0.819 54.98 1307 134.4 0.468 0.235 0.837 63.46 -2.07%
DDescent 17 65.14 1757.1 1700 140.4 0.221 0.147 0.815 54.20 1342 138.1 0.443 0.237 0.829 61.80 -1.66%
DDescent 18 62.01 1875.1 1700 143.7 0.226 0.157 0.809 53.43 1389 141.6 0.408 0.235 0.821 59.87 -1.44%
DDescent 19 58.88 1992.1 1700 146.3 0.229 0.166 0.801 52.65 1430 144.5 0.380 0.234 0.811 58.11 -1.25%
DDescent 20 55.74 2135.3 1700 150.4 0.234 0.177 0.792 51.93 1466 148.9 0.362 0.238 0.799 56.58 -0.96%
DDescent 21 52.61 2272.9 1700 153.4 0.238 0.188 0.779 51.20 1498 152.6 0.346 0.242 0.785 55.16 -0.57%
DHold 1 52.14 8012.4 2250 665.3 0.446 0.378 0.628 52.97 2555 619.2 0.283 0.294 0.676 57.63 -6.94%
DHold 2 55.67 7237.7 2250 607.6 0.409 0.343 0.663 52.62 2584 548.9 0.244 0.260 0.735 56.36 -9.66%
DHold 3 58.48 6484.0 2250 547.3 0.369 0.308 0.693 52.18 2620 517.7 0.221 0.227 0.733 48.05 -5.41%
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