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ABSTRACT

This work proposes the study of a system of partial differential equations (mass balance

and foam transport) describing the phenomenon of foam transport in stratiĄed porous

media. The problem is approached in one-dimensional and two-dimensional forms. We

use the linear kinetic model and a simpliĄed version of the bubble population equilibrium

model to investigate foam transport in both cases.

First, we study foam Ćow in a two-layer system using the linear kinetic model. The mass

exchange between layers is estimated from numerical and analytical results. By varying

both the absolute permeability and porosity of the medium in both layers, we explore

how mass exchange between the layers changes, marking the Ąrst analytical study of the

crossĆow phenomenon in the foam injection process.

The existence of a signiĄcant problem of Şviscous ĄngeringŤ and preferential pathways is

well-known in various applications of foam in fractured media. SpeciĄcally, due to the high

permeability of the fracture, when gas is injected, it tends to move much faster through

the fracture, affecting the uniform sweep of the medium. It is known that foam injection

helps reduce gas mobility, thereby improving sweep uniformity. In this work, we address

this issue in fractured media. To do so, we implement an n-layer model, allowing us to

study traveling wave solutions in fractured media, treating it as a medium with three

layers, where the fracture is identiĄed as the intermediate layer with higher permeability

and thinner thickness.

Keywords: Layered Porous Media · Traveling Wave · Riemann Problem



RESUMO

Este trabalho propõe o estudo de um sistema de equações diferenciais parciais (balanço

de massa e transporte de espuma) que descreve o fenômeno de transporte de espuma

em meios porosos estratiĄcados. O problema é abordado em formas unidimensionais e

bidimensionais. Utilizamos o modelo cinético linear e uma versão simpliĄcada do modelo

de equilíbrio de população de bolhas para investigar o transporte de espuma em ambos os

casos.

Primeiro, estudamos o Ćuxo de espuma em um sistema de duas camadas usando o modelo

cinético linear. A troca de massa entre as camadas é estimada a partir de resultados

numéricos e analíticos. Variando tanto a permeabilidade absoluta quanto a porosidade do

meio em ambas as camadas, exploramos como a troca de massa entre as camadas muda,

marcando o primeiro estudo analítico do fenômeno de Ćuxo cruzado no processo de injeção

de espuma.

É conhecida a existência de um problema signiĄcativo de Şviscous ĄngeringŤ e de caminhos

preferenciais em várias aplicações de espuma em meios fraturados. EspeciĄcamente, devido

à alta permeabilidade da fratura, quando gás é injetado, ele tende a se mover muito mais

rapidamente pela fratura, afetando a varredura uniforme do meio. Sabe-se que a injeção

de espuma ajuda a reduzir a mobilidade do gás, melhorando assim a uniformidade da

varredura. Neste trabalho, abordamos esse problema em meios fraturados. Para fazer

isso, implementamos um modelo de n camadas, o que nos permite estudar soluções de

ondas viajantes em meios fraturados, tratando-o como um meio com três camadas, onde a

fratura é identiĄcada como a camada intermediária com maior permeabilidade e menor

espessura.

Palavras-chave: Meios porosos em camadas · Ondas Viajantes · Problema de Riemann
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1 INTRODUCTION

One of the main challenges in the oil recovery process is Ćuid dynamics in porous

media. When injecting a Ćuid (water or gas) into the reservoir, the different permeabilities

of the medium result in the appearance of preferential paths in the Ćow, forming a non-

uniform front in the sweep of the reservoir, which does not allow piston-type behavior

in the wavefront of the injected Ćuid. This phenomenon is known as Şviscous ĄngeringŤ

(see [37]) and schematically can be seen on the left side of Fig. 1. To avoid this, some

techniques have been developed that reduce the mobility of the injected Ćuid. One of

these techniques is Water Alternating Gas (WAG) injection, which consists of alternately

injecting denser and less dense Ćuids.

Figure 1 – Gas injection vs. foam injection in a reservoir. Taken from [20]

Although this technique is very effective, it has poor sweep efficiency (see [46, 49]).

The reasons for this are mobility contrast between injected gas and displaced phase,

channeling (gas prefers to Ćow through high-permeability layers, so low-permeability layers

remain unswept), and gravity override (injected gas has a lower density than existing oil,

so it Ćows to the top of the reservoir), causing a lower unswept region in the reservoir [15].

Another widely used technique is Surfactant Alternated Gas (SAG) injection, which

improves the sweep efficiency in the reservoir by trapping the gas in bubbles (foam), thus

reducing its mobility. Schematically it can be seen on the right side of Fig. 1. Modeling

foam Ćow in porous media is challenging due to non-Newtonian properties, dependence on

foam texture, and the complex process of bubble creation and coalescence [111]. We follow

the literature [111, 8, 75] and use a simpliĄcation to consider the foam as a Newtonian

Ćuid, thus managing to relate the mobility of the injected phase with the texture of the

foam.

In various foam applications in fractured media, a signiĄcant challenge involves the

issue of Şviscous ĄngeringŤ and the development of preferential Ćow paths. More precisely,

due to the high permeability of the fracture, gas injection often leads to signiĄcantly faster

movement through the fracture zone, consequently impeding the even displacement of the

medium.
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An approach to address fractured media, as described in the work of [61], involves

treating a fracture as a layer with much smaller thickness and higher absolute permeability

compared to the adjacent layers. This allows the use of a simpliĄed model considering a

two-dimensional domain with regular geometry (see Fig. 2) to locally study the behavior

of foam in fractured porous media.

Figure 2 – Layered or fractured media schemes. Taken from [33].

In Fig. 2, the left panel shows the typical form of fractured reservoirs. The other

two Ągures show two different approaches to the problem [33]. In this work, foam Ćow in

layered media is approached as a parallel plate model.

One phenomenon present in layered porous media is the mass exchange between

layers, generally known as crossĆow. This can occur due to capillary forces or viscous

forces [110, 108]. In the case study of the existence of a traveling wave, this phenomenon

can either aid or hinder the formation.

This work is organized as follows. In Chapter 2, we present the theoretical

foundation, speciĄcally traveling wave type solutions and conservation laws. In Chapter

3, we discuss the mathematical modeling of foam Ćow in porous media, explaining the

linear kinetic [8] and population balance models [116]. In Chapter 4, we present the study

of foam displacement in a two-layered porous medium. We investigate the existence of

a traveling wave proĄle and calculate its velocity using mathematical estimates of mass

exchange between layers. In Chapter 5, we conduct a numerical study on a three-layered

porous medium, simulating a fractured medium. In Chapter 6, we generalize the previous

studies to n layers, addressing analytically and numerically the behavior of the foam

front in a fractured porous medium. In Chapter 7, we explore the inĆuence of varying

absolute permeabilities and porosities on crossĆow behavior between layers and the shape

of the traveling wave proĄle. Finally, in Chapter 8, we present the general conclusions and

academic contributions of our work.
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2 THEORETICAL FOUNDATION

In this chapter, we present the fundamental concepts of fractional Ćow theory,

traveling wave solutions, conservation laws, and dynamical systems, which serve as

theoretical support for the main results of this thesis proposal. We refer the reader

to [9, 27, 42, 66, 71, 88, 106] for a detailed study of these topic.

2.1 Fractional Ćow theory

To describe the dynamics of Ćuids in porous media, the fractional Ćow theory is

commonly used, which calculates the fraction of the total Ćow of a certain phase in a

multiphase Ćow at any point in the reservoir, assuming that the water saturation at that

point is known [27, 66]. This chapter introduces the theory of multiphase Ćuids in porous

media.

2.1.1 Foam Ćow in porous media

Based on [9], we say that a porous medium is constituted by a solid phase called

Şporous matrixŤ and by internal spaces called ŞporesŤ. The porosity ϕ of the rock is deĄned

as the ratio between the volume of the pores (symbolized by Vporous) and the total volume

of the rock (symbolized by V ), i.e.

ϕ = Vporous/V.

The saturation Sj of each phase j is deĄned as the fraction occupied by phase j:

Sj = Vj/Vporous.

A porous medium is considered to be fully saturated if the total space is occupied by the

phases present, in other words:

∑

j

Sj = 1. (2.1)

The equations describing two-phase Ćow in porous media are obtained from the principle

of conservation of mass [9]:

∂

∂t
(ϕρjSj) + ∇ · (ρjuj) = Q, j = w or g, (2.2)

where ρj represents the Ćuid density of phase j, Q is a source term, ϕ the porosity, and

uj the velocity of phase j. The subindices w and g symbolize the water and gas phases.

Assuming incompressible Ćuids, zero source terms, the equation (2.2) is written in the

form:
∂

∂t
(ϕSj) + ∇ · uj = 0, j = w or g. (2.3)
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The total surface velocity u is the DarcyŠs velocity given in [9], and can be written as

u =
∑

j uj. SpeciĄcally, velocity of phase j can be calculated as follows:

uw = ufw + λgfw∇Pc, (2.4)

ug = ufg − λwfg∇Pc; (2.5)

here Pc represents the capillary pressure, λj is the relative mobility of phase j. The

fractional Ćow function is given as:

fj =
λj

λ
, j = w, g.

where λ is the total mobility. We present formulas for the relative mobilities and capillary

pressure in Chapter 4 and 5.

As the foam texture nD(x, t) measures the density of lamellae in the gas phase,

then the following balance law [8] is considered for foam transport:

∂

∂t
(ϕSg nD) + ∇ · (ug nD) = ϕSgΦ, (2.6)

where the function Φ represents foam generation and coalescence.

2.2 Conservation laws

Following [51, 101], we present the general form of conservation laws in spaces of

several variables. A system of conservation laws is a system of partial differential equations

in the form:

∂

∂t
u +

∂

∂x
f(u) = 0, t > 0, (2.7)

where the vector function u : Ω ⊂ R × R
+ → R represents the conserved quantities, such

as mass, momentum, and energy; and the function f : R → R is called a Ćow function. As

in [101], the system in (2.7) can be put in the quasilinear form

∂

∂t
u + A(u)

∂

∂x
u = 0, t > 0, (2.8)

where A(u) is the n × n Jacobian matrix of f(u).

Definition 2.2.1. The system (2.7) is called hyperbolic if, for any u ∈ Ω, the matrix A(u)

has n real eigenvalues

λ1(u) ≤ λ2(u) ≤ · · · ≤ λn(u), (2.9)

with a complete family (linearly independent) of eigenvectors rk(u)

A(u)rk(u) = λk(u)rk(u). (2.10)
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Let D be an arbitrary domain of Rn and n⃗ be the outward unit normal to the

boundary ∂D of D. Then, from (2.7) we have that:

d

dt

∫

D
u dx +

∫

∂D
fn⃗ ds = 0. (2.11)

The interpretation of this new equation is that the time variation of the integral of u with

respect to x in the domain D, is equal to the loss across the boundary ∂D.

From this point, all studies will be done in one dimension, given that we are

interested in the Riemann problem, which is an initial value problem whose solution u

satisĄes the initial condition:

u0(x) =





u− if x < 0,

u+ if x > 0,
(2.12)

where the constant vectors u− and u+ are the left and right states, respectively.

In general, problems involving conservation laws can present discontinuous solutions

(see [101]). When a solution of class C1 for the problem (2.7) exists, it is called a strong

solution. In order to Ąnd solutions that are not necessarily C1, we look for generalized

solutions known as weak solutions [101].

Following [51], we say that u is a generalized (weak) solution of the conservation

law (2.7) and (2.12), if
∫ ∞

0

∫ ∞

−∞
[u ϕt + f(u) ϕx]dxdt +

∫ ∞

−∞
u0(x) ϕ(x, 0)dx = 0, (2.13)

for all test function ϕ ∈ C∞(R × [0, ∞)) with compact support.

In general, if the weak solution of a conservation law problem is not unique, then

the use of additional criteria is necessary to Ąnd physically relevant solutions.

One way to Ąnd a physically relevant solution is to add a small diffusion in the

conservation law (2.7), which results in the so-called viscous form

ut + ∇f(u) = ϵ uxx, (2.14)

where ϵ is a positive constant. A solution to this equation is known as a viscous profile

and denoted by uϵ [91]. The viscous form has better results of existence and uniqueness

than the inviscid form, in addition to its solutions being smooth. The physically relevant

solutions of the conservation law (2.7) are deĄned by the following limit

u = lim
ϵ →0

uϵ. (2.15)

This solutions are called entropic solutions.
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2.3 Traveling wave solution

A traveling wave solution of Partial Differential Equation (PDE) is characterized

geometrically as a wave that moves with a constant velocity maintaining its proĄle over

time. These solutions depend only on the variable η = x − vt, which implies that the

system of PDEs is transformed into a system of ODEs. Such waves appear in several

physical problems; as a reference, we can cite [106], where several examples have been

developed. Formally, this solution is deĄned as:

Definition 2.3.1 (Traveling wave solution, [106]). Let us Ąrst consider a PDE that

involves two variables x ∈ R, t ∈ R. A solution u(x, t) is a traveling wave solution, if there

is a constant velocity v ∈ R, an left state u−, an right state u+ and a function û, such that

u(x, t) = û(η), x ∈ R, t ∈ R, η = x − v t, (2.16)

lim
η→±∞

û(η) = û±, u− ̸= u+.



24

3 MODEL

In this chapter, we present the fundamental concepts of modeling foam Ćow in

porous media. In addition to this, we present the population balance model presented in

[116] and the linear kinetic model presented in [8] used in this research.

3.1 Foam Ćow models

The models proposed along the years are focused on the gas relative permeability

krg, water relative permeability krw, the modiĄcation of the gas mobility λg, and mainly

the net foam generation term Φ, that actively models the dynamic of foam generation and

coalescence.

The foam displacement in a porous medium can be modeled by the conservation of

the mass equation for the water phase (Ąrst equation of Eq. (3.1)) and a population-balance

equation for foam texture (second equation of Eq. (3.1))




∂

∂t
(ϕSw) + ∇ · uw = 0,

∂

∂t
(ϕSg nD) + ∇ · (ug nD) = ϕSgΦ,

(3.1)

where Sw is the water saturation as in Chapter 2, nD = nf/nmax is the dimensionless foam

texture, nf is the dimensional foam texture, Φ represents the net foam source, uw is the

water surface velocity, and ug is the gas surface velocity, considering u = uw + ug as the

total surface velocity given by Darcy as:

u = −λ∇P, (3.2)

where P is the total pressure; in our case, it is considered a constant pressure gradient,

λ = λw + λg is the total mobility, λw and λg are mobility of water and gas phases,

respectively.

λw = k
krw

µw

and λg = k
krg

µg

. (3.3)

The absolute permeability of the medium is deĄned as k, the relative permeability

of water and gas phases are functions deĄned as in [24] denoted by krw and krg, especiĄcally

as in [8, 111]

krw(Sw) =





0, 0 ≤ Sw ≤ Swc,

C0
krw

(
Sw − Swc

1 − Swc − Sgr

nw

, Swc < Sw ≤ 1,
(3.4)

k0
rg(Sw) =





C0
krg

(
1 − Sw − Sgr

1 − Swc − Sgr

ng

, 0 ≤ Sw < 1 − Sgr,

0, 1 − Sgr ≤ Swi
≤ 1,

(3.5)
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where C0
krw, C0

krg are the end-points in the permeabilities curves of water and gas respec-

tivelly, and nw, ng are exponents of Corey for water and gas phase. The gas relative

permeability krg as follows:

krg (Sw, nD) =
k0

rg (Sw)
MRF (nD)

, (3.6)

where MRF (nD) is the mobility reduction factor function in the presence of foam.

The viscosity of water and gas are given by µw and µg. The medium is assumed to

be homogeneous, and the Ćuids are incompressible. The porous medium is considered to

be fully saturated, i.e., Sw + Sg = 1.

3.1.1 First order kinetic model

This foam model, proposed in [8], is based on the well-known steady-state foam

behavior in porous media. It considers a large, nearly constant, reduction in gas mobility

at high water saturation and an abrupt weakening or collapse of foam at a limiting

capillary pressure (or, equivalently, at a limiting water saturation S∗
w). Foam texture in

local-equilibrium (nLE
D ) depends on the water saturation (Sw):

nLE
D (Sw) =





tanh (A (Sw − S∗
w)) , Sw > S∗

w

0, Sw ≤ S∗
w,

(3.7)

with constant A. The dynamic foam net generation in (3.1) is given in the Ąrst-order

approach to local-equilibrium bubble texture at any saturation, with a time constant 1/Kc,

as follows

Φ =
rg − rc

nmax

, rg − rc = Kcnmax

(
nLE

D (Sw) − nD

)
. (3.8)

where rg and rc are the generation and coalescence functions, respectively.

In this model, MRF (nD) is considered as a linear function of nD.

3.1.2 Stochastic bubble population model

The model proposed by Zitha and Du in [116] is based on foam rheology and

stochastic bubble generation ideas. Here, the gas mobility is based on the premise that

the foam mobility depends on the degree of foaming of the gas-liquid mixture, measured

by the bubble density. The net bubble generation and destruction is considered as

Φ =
∂nD

∂t
= Kg(nmax − nf ) − Kdnf , (3.9)

where Kg and Kd are the bubble generation and bubble destruction or coalescence rate

coefficients, respectively, and nmax is obtained when Kd → 0 and t → ∞. The foam is
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considered to be in equilibrium when the generation and coalescence of foam coincide

yielding Φ = 0, and

nLE
D =

Kg

Kg + Kd

. (3.10)

Since at [116] considering the bubble and pore volumes are approximately equal

near steady state, a close estimate of nmax is obtained by Ątting the number of pores

occupied by the gas, i.e. nmax = Sgϕ/r3, where r is the mean pore radius.

In addition to the generation and coalescence function, the main difference between

the models in Sections 3.1.1 and 3.1.2 is that the stochastic model allows working under

Newtonian foam conditions, modifying the gas viscosity according to Hirasaki and LawsonŠs

equation given in [49].
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4 THE TRAVELING WAVEFRONT FOR FOAM FLOW IN TWO-LAYER

POROUS MEDIA

This chapter is a reprint of work published in Computational Geosciences, 2022 by

Springer, [104]. DOI: 10.1007/s10596-022-10169-z.

The multilayer structure of the porous medium raises a question on its efficiency

in dealing with layers of different permeabilities. The present chapter shows the existence

of a single traveling wavefront in a two-layer porous medium for a simpliĄed model of

foam Ćow, which was derived from a realistic two-dimensional one. Besides the necessary

conditions for the solutionŠs existence, we prove that the traveling wave velocity is a

weighted average of the velocities as if both layers were isolated. All theoretical estimates

were validated through one- and two-dimensional simulations. Finally, we estimated the

order of magnitude of the characteristic time the traveling wavefront needs to stabilize.

4.1 Introduction

The study of foam Ćow in porous media is of growing interest and has been

addressed by many authors, including [96, 77, 46, 48, 59, 14]. Possible applications include

oil recovery [46, 41, 2] and pollutant removal [50, 82]. The concept of foam injection

processes was introduced in 1958 [77] in the context of hydrocarbon recovery. The key

idea is that the presence of foam reduces gas mobility decreasing the Ąngering effects and

improving swipe efficiency.

Several models describing foam Ćow in porous media have been proposed in the

last decades [8, 59, 98, 56]. They can be classiĄed into empirical, semi-empirical, and

mechanistic models. Within these, there are two main types: local equilibrium and

population balance models [46]. The later type models the foam texture similarly to mass

balance equations with particular attention to the physical properties of foam generation

and coalescence. Mechanistic population balance models most closely approximate the

foam behavior observed in experiments [46] and present advantages when compared to

equilibrium models [56].

One of the main reported properties of foam is its destruction at critical pressures

[57]. The mechanistic population balance model proposed in [8] accounts for this property

in a simple way using a capillary pressure equation. That is why we use this model in the

present work.

Geological formations are generally heterogeneous and are often made up of layers of

different materials [9]. Several authors investigate multi-phase Ćow in layered porous media.

In [81], the heat transfer between layers with different porosities is studied analytically. In

[69, 74, 44, 94, 19, 18] the authors obtain approximate analytical solutions for two-phase

Ćow in two-layered porous medium using the Laplace transform. A different framework
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is used in [61], where authors approach fractures in a porous medium as layers and then

investigate the two-phase Ćow in a limit case when the layer width tends to zero.

In the context of foams, the importance of porosity and Ćuid velocity on foam

mobility has been reported in [58]. In [5] the authors use the microĆuidic experimental

setup to investigate the two-phase Ćow in the presence of foam. The authors in [95] apply

the three-phase fractional Ćow model to study the velocities and water saturations in

a two-layer porous media computationally. Our goal is to mathematically investigate

the foam Ćow in the porous medium formed by two non-isolated layers with different

permeabilities.

Several works present experiments and numerical simulations with stable water

saturation proĄles moving at constant velocity [59, 22, 98, 53]. These results incentive the

mathematical investigation of traveling wave solutions, see for example [8, 76]. In particular,

in [8] the authors investigated traveling wave solution for three injection conditions during

foam injection in the drainage process. These results were further extended in [76], where

all possible injection conditions were investigated and classiĄed. From this perspective,

the current work shows that this type of solution appears in a two-layer conĄguration,

with the traveling wave velocity being the weighted average of the traveling wave velocities

of each layer in case of no mass exchange between them.

This chapter is structured as follows. Section 4.2 presents the two-dimensional

version of the linear kinetic model. In Section 4.3, we simplify the original model to a

one-dimensional case at the cost of doubling the number of equations, including estimating

the mass exchange coefficient between layers. In Section 4.4 investigates the traveling wave

solution. Section 4.5 presents the main results, including validating the traveling wave

velocity for both two- and one-dimensional models and estimating the time the traveling

wavefront needs to stabilize. Finally, Section 4.8 summarize our conclusions.

4.2 Linear Kinetic Model

In the present section we use the extension of the original linear kinetic model [7]

proposed in [29]. The model describes incompressible and immiscible two-phase foam Ćow

in a saturated isotropic porous medium using the water mass conservation equation (4.1),

the foam population balance equation (4.2), Darcy equation (4.3), and incompressibility

condition (4.4):

ϕ
∂

∂t
Sw + ∇ · uw = 0; (4.1)

ϕ
∂

∂t
(SgnD) + ∇ · (ugnD) = ϕSgΦ; (4.2)

u = −λ∇P ; (4.3)

∇ · u = 0, (4.4)
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where ϕ represent the porosity, Sw and Sg are saturations of water and gas (Sw + Sg = 1),

uw and ug are partial velocities of water and gas, u = uw + ug is the total surface velocity,

the total pressure P is considered as the sum of all pressures Pi for each phase i [66, 27],

and λ is the total mobility deĄned below. The number of lamellae per unit volume in

the gas phase is deĄned as the foam texture, usually denoted as nf [8, 46]. In this work

nD = nf/nmax as in [7, 8, 111], represents the normalized foam texture in relation to the

maximum number of lamellae nmax in the medium.

The foam generation/coalescence source term is Φ = Kc(nLE
D (Sw) − nD) with the

foam texture in local equilibrium given by:

nLE
D (Sw) =





tanh(A(Sw − S∗
w)), Sw > S∗

w;

0, Sw ≤ S∗
w,

(4.5)

where S∗
w represents the critical water saturation below which foam is unstable and A is a

constant model parameter.

The model is completed with equations from the standard fractional Ćow theory

[9, 113]. Fractional Ćow functions (fw and fg), total mobility λ, and relative mobilities

(λw and λg) for water and gas are given by

λw = k
krw

µw

, λg = k
krg

µg

, fw =
λw

λw + λg

, fg =
λg

λw + λg

, λ = λw + λg, (4.6)

where µw and µg are viscosities of water and gas, and k is a scalar permeability (depends

on the space variables x and z). Relative permeabilities of water and gas (krw and krg) are

deĄned following [8], considering that foam does not affect the relative permeability of

water but affects the one of gas (see [35] for details):

krw(Sw) =





0, 0 ≤ Sw ≤ Swc,

0.2
(

Sw−Swc

1−Swc−Sgr

)4.2
, Swc < Sw ≤ 1,

(4.7)

k0
rg(Sw) =





0.94
(

1−Sw−Sgr

1−Swc−Sgr

)1.3
, 0 ≤ Sw < 1 − Sgr,

0, 1 − Sgr ≤ Sw ≤ 1,
(4.8)

krg(Sw, nD) =
k0

rg(Sw)
MRF(nD)

, (4.9)

where the mobility reduction factor is given by

MRF(nD) = 18500nD + 1. (4.10)

Finally, assuming that the total mass inĆow is prescribed, the total surface velocity

u = ug + uw is given. The water partial velocity (see [23]) is

uw = ufw + λgfw∇Pc, (4.11)
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Table 1 – Parameter values for the problem of two layers.

Symbol Value Parameter

Swc 0.2 [-] connate water saturation
Sgr 0.18 [-] residual gas saturation
µw 10−3 [Pa s] water viscosity
µ0

g 2 · 10−5 [Pa s] gas viscosity in absence of foam
k1 2 · 10−12 [m2] permeability of medium in layer 1
k2 10−12 [m2] permeability of medium in layer 2
nmax 8 · 1013 [m−3] maximum foam texture
u1 2.93 · 10−6 [m s−1] total superĄcial velocity of layer 1
u2 1.465 · 10−6 [m s−1] total superĄcial velocity of layer 2
S∗

w 0.37 [-] critical water saturation
S−

w 0.372 [-] injected water saturation
S+

w 0.72 [-] initial water saturation
n−

D 0.664 [-] injected foam texture
n+

D 1 [-] initial foam texture
Kc 200 [s−1] foam creation/coalescence constant
A 400 [-] foam model parameter
ϕ 0.25 [-] porosity
c 0.01 [-] capillary pressure power parameter
d 5 · 10−3[m] depth of layers 1 and 2
σ 0.03 [N m−1] gas-water interfacial tension

and the capillary-pressure Pc, which is the difference between the phase pressures (Pc =

Pw − Pg), is deĄned as in [71]:

Pc = σ

√
ϕ

k

0.022 (1 − Sw − Sgr)
c

(Sw − Swc)
. (4.12)

The Ąnal system contains four partial differential equations (4.1)-(4.4) (considering

that we substituted (4.5)-(4.12)) and four main variables Sw, nD, u, and P .

4.3 Foam Ćow in two-layers

Our goal is to mathematically investigate what happens with two-dimensional foam

displacement in a simple two-layer conĄguration, common in porous media applications [9].

Thus, we consider a rectangular domain Ω := (0, L) × (−d, d) with total length L along

the axis x and the height 2d along the axis z, see Fig. 3. We use x and z notation for

the horizontal and vertical axes, respectively, as is common in the literature (see [31, 32]).

The value of d is taken from [5].

Following the literature [11, 82, 87, 114], we consider a constant pressure gradient

yielding constant superĄcial velocity at each layer. This assumption also makes unnecessary

equations (4.3) and (4.4). In this way, the complete model (4.1)-(4.4) becomes one-

dimensional at the cost of doubling the number of equations (and four variables Sw1
, Sw2

,
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d

-d

L
0

k1

k2

Figure 3 – Schematic representation of the domain Ω := (0, L) × (−d, d) composed of two layers
with permeabilities ki.

nD1
, and nD2

): 



ϕ ∂
∂t

Sw1
+ ∂

∂x
uw1

= −θs1
(Sw1

− Sw2
),

ϕ ∂
∂t

(Sg1
nD1

) + ∂
∂x

ug1
nD1

= ϕSg1
Φ1,

ϕ ∂
∂t

Sw2
+ ∂

∂x
uw2

= θs2
(Sw1

− Sw2
),

ϕ ∂
∂t

(Sg2
nD2

) + ∂
∂x

ug2
nD2

= ϕSg2
Φ2,

(4.13)

where constants ki, θsi, variables Swi, Sgi, nDi, and functions Φi, uwi, Pci
are deĄned for

each layer i ∈ ¶1, 2♢. Using the volume average technique, similar to [28, 68], the water

saturations in each layer are given by:

Sw1
=

1
d

∫ 0

−d
Sw(z)d z, Sw2

=
1
d

∫ d

0
Sw(z)d z. (4.14)

In this work, we consider constant superĄcial velocities ui in each layer, the velocities uwi

and ugi are deĄned as in Eq. (4.11):

uwi = uifwi + λgfwi∇Pci
, (4.15)

where ui = uwi + ugi.

The constant θsi
corresponds to the mass exchange between both layers and will

be addressed in the next section. The system of PDEs (4.1)-(4.4) is solved as a Riemann

problem, i.e., a problem with the initial conditions in the form of a step function:

(Sw1
, nD1

, Sw2
, nD2

)(x, 0) =





(S−
w1

, n−
D1

, S−
w2

, n−
D2

) , if x < 0

(S+
w1

, n+
D1

, S+
w2

, n+
D2

) , if x ≥ 0
. (4.16)

When compared to the complete model (4.1)-(4.4) with domain Ω (Fig. 3) the boundary

with superscript Ş+Ť corresponds to the initial reservoir condition and superscript Ş−Ť

corresponds to the injection condition. The values of n−
D and n+

D are calculated using

Equation (4.5) and are reported in Table 1.
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4.3.1 Estimating the mass exchange between layers

In this section, we estimate the mass exchange terms by assuming some oversim-

plifying hypotheses: (1) fast mass exchange between layers leading to a simpliĄed mass

balance equation in the vertical direction (∂t(ϕSw) + ∂zuw = 0), and (2) assuming that this

mass exchange between layers is mainly due to diffusion (u = 0). This estimate procedure

is common in the literature; see [114] for similar cases. Considering only vertical Ćow (z

direction), the surface velocity of water in z direction is:

uz
w = ufw + λgfw

∂Pc

∂Sw

∂Sw

∂z
. (4.17)

Using the oversimplifying hypotheses above with Eq. (4.17) yields

∂

∂t
(ϕiSw) = −

∂

∂z

(
λgi

fwi

∂Pci

∂Sw

∂Sw

∂z


, i = 1, 2. (4.18)

Let us consider a representative part of the original porous medium as depicted in

Fig. 3. Assuming there are no external mass losses, the mass exchange rate between layers

inside this volume can be regarded as a total variation of mass in each layer:

R1 =
1
d

∂

∂t

∫ 0

−d
ϕSwdz, R2 =

1
d

∂

∂t

∫ d

0
ϕSwdz, (4.19)

where the total mass conservation is given by R1 = −R2. Notice that by substituting the

deĄnition of terms R1, R2 (Eqs. (4.19)) and Sw1
and Sw2

(Eqs. (4.14)) into the system (13)

and using the oversimplifying hypothesis u = 0, we obtain that R1 = −θs1
(Sw1

− Sw2
),

and R2 = θs2
(Sw1

− Sw2
).

Assuming that there is no Ćow on the outside boundary, we calculating integrals

for each layer separately:

R1 =
D̄1

d

∂Sw

∂z

∣∣∣∣∣
z→0−

, R2 = −
D̄2

d

∂Sw

∂z

∣∣∣∣∣
z→0+

, (4.20)

with positive coefficients:

D̄1 = − lim
z→0−

λg1
fw1

∂Pc1

∂Sw

, D̄2 = − lim
z→0+

λg2
fw2

∂Pc2

∂Sw

. (4.21)

Notice that D̄1, D̄2 do not depend on z, but depend on water saturation value on the

boundary between both layers Sw0
. For fractional Ćow functions given in (4.6) fw1

= fw2
.

The water saturation proĄle in each layer can be approached by the parabolic

function (see Fig. 4):

Sw(z) =





a1z
2 + b1z + c1 , if z < 0,

a2z
2 + b2z + c2 , if z ≥ 0,

(4.22)

where ai, bi, ci for i = 1, 2 are constants.
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Figure 4 – Schematic representation of water saturation Sw along the vertical cross section of
the two layer porous medium.

A brief derivation of this approximation is presented in Appendix Section 4.7

motivated by numerical simulationsŠ results, see Fig. 7. Moreover, we assume that the

average water saturation in each layer matches Sw1
and Sw2

and that Sw(z) satisĄes a

no-Ćow condition at the external boundaries:

Sw1
=
∫ 0

−d

Sw(z)
d

dz, Sw2
=
∫ d

0

Sw(z)
d

dz,
∂Sw

∂z

∣∣∣∣∣
±d

= 0, Sw(0) = Sw0
. (4.23)

Substituting (4.23) into (4.22) results in b1 = 2a1d, c1 = Sw1
+ 2a1d

2/3, b2 = −2a2d,

c2 = Sw2
+ 2a2d

2/3 and Sw0
= c1 = c2. Using these coefficients in (4.20) we obtain

R1 = 2D̄1a1, R2 = 2D̄2a2. (4.24)

Using the mass conservation R1 = −R2 we obtain D̄1a1 = −D̄2a2, therefore a1 =

−(D̄2/D̄1)a2. Using this relation yields:

a1 =
−3
2d2

D̄2

D̄2 + D̄1

(Sw1
− Sw2

) , a2 =
3

2d2

D̄1

D̄2 + D̄1

(Sw1
− Sw2

) . (4.25)

Substituting (4.25) into (4.24) we obtain the mass exchange rate between both layers:

R1 =
−3
d2

D̄2D̄1

D̄1 + D̄2

(Sw1
− Sw2

) , R2 =
3
d2

D̄2D̄1

D̄1 + D̄2

(Sw1
− Sw2

) . (4.26)

Thus the mass exchange coefficients in (4.13) can be estimated as

θs1
=

−3D̄2D̄1

d2
(
D̄2 + D̄1

) , θs2
=

3D̄2D̄1

d2
(
D̄2 + D̄1

) . (4.27)

For the parameter values from Table 1, −θs1
= θs2

= 3.2 × 10−4 and Sw0
= 0.4738.

Remark 4.3.1. Notice that the approach in (4.22) is valid for the dynamic situation;

in the steady case, we can use the stationary version of the equation, resulting in linear

saturation proĄles in z direction. The latter approach gives similar results; however, the

former one provides better estimate for time the initial solution needs to assume a stable

traveling wave proĄle, as presented in Section 4.5.1.
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4.4 Traveling waves solution

In the context of the foam displacement in porous media, several experiments

point to proĄles similar to traveling waves [98, 53, 59] motivating to search for analytical

solutions describing this phenomenon in the form of a traveling wave, see [8, 76] and

references therein. One can regard a traveling wave as a stationary solution of the ODE

resulting from speciĄc variable substitution in the original system of PDEs [106].

Definition 4.4.1. A solution Swi
(x, t), nDi

(x, t), i = 1, 2 of system (4.13) is a traveling

wave if there exists a speed v ∈ R, a left state (S−
w1

, n−
D1

, S−
w2

, n−
D2

) ∈ R
4, a right state

(S+
w1

, n+
D1

, S+
w2

, n+
D2

) ∈ R
4 and functions Ŝwi

and n̂Di
, such that

Swi
(x, t) = Ŝwi

(η), nDi
(x, t) = n̂Di

(η), η = x − vt,

lim
η→±∞

Ŝwi
(η) = S±

wi
and lim

η→±∞
n̂Di

(η) = n±
Di

. (4.28)

In this case, the limit states (S±
w1

, n±
D1

, S±
w2

, n±
D2

) of the Riemann problem become

α− and ω−limits of the corresponding dynamical system [42]. In what follows, we abuse

the notation and omit hats over the variables. Indicating the derivatives in η as primes,

the traveling wave solution of the system (4.13) satisĄes (Section 4.6.4 provides a full

derivation): 



S ′
w1

= Y1,

n′
D1

= Ψ1/F1,

S ′
w2

= Y2,

n′
D2

= Ψ2/F2,

Y ′
1 =

[
−θs1

(Sw1
− Sw2

) + Z1 Y1 − u1
∂fw1

∂nD

Ψ1

F1

]
/D1,

Y ′
2 =

[
θs2

(Sw1
− Sw2

) + Z2 Y2 − u2
∂fw2

∂nD

Ψ2

F2

]
/D2,

(4.29)

where Ψi, Fi, Di, and Zi are functions of (Swi
, nDi

) given by

Ψi = (−1)i θsi
(Sw1

− Sw2
) nDi

+ ϕi Sgi
Φi, (4.30)

Fi = ui fgi
− ϕiv Sgi

− Di Yi, (4.31)

Di = λgi
fwi

dPci

dSw

, (4.32)

Zi = ϕiv − ui
∂fwi

∂Sw

− Yi
∂Di

∂Sw

−
Ψi

Fi

∂Di

∂nD

. (4.33)

Remark 4.4.1. In order to continue the analysis of System (4.29) one needs to verify that

it Ćux terms are well deĄned. Consider Swi
∈ (Swc, 1 − Sgr) and Sb

w to be the intersection

point between the water fractional Ćow function in local equilibrium and the straight line

that passes through points (Swc, 0) and (1, 1) (see [75] for details). It follows that Di ≠ 0

and for nDi
≥ nLE

Di
(Sb

w + 10−4), Fi is not null. Thus, all Ćux functions in System System

(4.29) are well deĄned. All numerical examples shown in this article use S−
w = 0.372,

S+
w = 0.72, and Kc = 200 (corresponding to region II of [76]) and satisfy these conditions.
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4.4.1 Equilibria states and the traveling wave velocity

In order to verify the necessary conditions for the existence of traveling wave

solutions of (4.13), we need to Ąnd the equilibria of the dynamical system (4.29). Equilibria

(or stationary solutions) are roots of the right side of the system (4.29), i.e., they satisfy:

Yi = 0, (4.34)

Ψi/Fi = 0, (4.35)

(−1)iθsi

(Sw1
− Sw2

) + Zi Yi − ui
∂fwi

∂nD

Ψi

Fi

]
/Di = 0. (4.36)

Notice that if (4.34) and (4.35) are valid, then (4.36) is satisĄed if and only if Sw1
= Sw2

.

On the other hand, substituting (4.34)-(4.35) into (4.36) it follows that at equilibria points

the following restrictions are satisĄed:

Sw1
= Sw2

, and nDi
= nLE

Di
(Swi

), i = ¶1, 2♢. (4.37)

To locate the equilibrium point water saturation, we substitute the traveling

coordinates in the water mass conservation law of the original PDE system (4.13) and

integrate the resulting equation in η. After some manipulations (see [8, 76] for details) we

arrive at 



Swi
=

ϕivi

(
Swi

− S+
wi

)
− ui

(
fwi

− f+
wi

)

λgi
fwi

dPci
/dSw

,

vi =
ui

ϕi

vsi
=

ui

ϕi

f+
wi

− f−
wi

S+
wi

− S−
wi

,

(4.38)

where vi would be the traveling wave velocity in the layer i if there was no mass exchange

between layers. Notice that at equilibrium state S ′
wi

= 0 meaning

fwi
(Swi

, nLE
Di

(Swi
)) − vsi

Swi
− f+

wi
+ vsi

S+
wi

= 0. (4.39)

For each layer, the equation (4.39) can be regarded as the intersection between the

corresponding fractional Ćow function in local equilibrium and the straight line that passes

through points (S−
wi

, f−
wi

) and (S+
wi

, f+
wi

) with slope vsi
= vsi

(S−
wi

, S+
wi

). Thus, for each layer

there can exist two or three as in one-layer model, see [76]. In particular (S−
wi

, n−
Di

) ∈ R
4

and (S+
wi

, n+
Di

) ∈ R
4 are equilibria of (4.29).

One of the key parts of this work is the traveling wave velocity given below.

Proposition 4.4.1. Assuming that the system (4.13) possesses a traveling wave solution

in the sense of Definition 4.4.1, traveling wave velocity v is:

v =
a1v1 + a2v2

a1 + a2

, a1 = ϕ1(S+
w1

− S−
w1

)θs2
, a2 = ϕ2(S+

w2
− S−

w2
)θs1

, (4.40)

where v1 and v2 are given in (4.38).
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Proof. By hypothesis there exists a traveling wave solution of (4.37) with asymptotic

boundary conditions (4.28). Substituting the traveling coordinates (η = x − vt) into the

Ąrst and the third equations in (4.13) we obtain




−vϕ1
dSw1

dη
+

duw1

dη
= −θs1

(Sw1
− Sw2

),

−vϕ2
dSw2

dη
+

duw2

dη
= θs2

(Sw1
− Sw2

).
(4.41)

Equating the source terms in (4.41), integrating the resultant relation in ξ from −∞ to

∞, and substituting the boundary conditions (4.28) we obtain

θs2

(
u1f

+
w1

− vϕ1S
+
w1

)
+ θs1

(
u2f

+
w2

− vϕ2S
+
w2

)
=

θs2

(
u1f

−
w1

− vϕ1S
−
w1

)
+ θs1

(
u2f

−
w2

− vϕ2S
−
w2

)
.

(4.42)

Isolating v we conclude that:

v =
u1(f+

w1
− f−

w1
)θs2

+ u2(f+
w2

− f−
w2

)θs1

ϕ1(S+
w1

− S−
w1

)θs2
+ ϕ2(S+

w2
− S−

w2
)θs1

=
a1v1 + a2v2

a1 + a2

, (4.43)

where v1, v2 are deĄned in (4.38) and a1, a2 are in (4.40).

For the parameter values from Table 1, v = 1.84 × 10−5[m/s], which is weighted

average of the velocities of v1 = 2.46 × 10−5[m/s] and v2 = 1.23 × 10−5[m/s], which would

be the traveling wave velocities if the layers where isolated. Notice that ui in Table 1 is the

superĄcial velocity, that is why the traveling wave velocity, connected to Darcy velocity is

larger.

4.4.2 Necessary conditions for the existence of the traveling wave connection

Due to the high dimension of ODE system (4.29), we were not able to have a

rigorous proof of the traveling wave existence connecting equilibria in (4.28). Such proof

in the six-dimensional phase space is beyond the scope of the paper. However, we can use

some tools from dynamical system analysis to verify the necessary conditions.

The existence of the traveling wave connection in the sense of DeĄnition 4.4.1 is

equivalent to the existence of the intersection between unstable manifold WU(U−) of U−

and stable manifold WS(U+) of U+, see [42] where, U− = (S−
w1

, n−
D1

, S−
w2

, n−
D2

, Y −
1 , Y −

2 ),

and U+ = (S+
w1

, n+
D1

, S+
w2

, n+
D2

, Y +
1 , Y +

2 ). In the neighborhood of equilibria, the dimension of

these manifolds can be estimated by using the Jacobian matrix of the Ćux in ODE (4.29).

In the hyperbolic case (i.e., when all the eigenvalues of the Jacobian possess non-null real

part), the Stable Manifold Theorem yields that the dimensions of WU(U−) and WS(U+)

coincide with the number of eigenvalues with positive and negative real parts respectively.

From an applications point of view, we expect the traveling wave connection to

exist for at least some range of parameter values; thus, it would be desirable that the sum
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of the dimensions of WU(U−) and WS(U+) to be larger than the dimension of the phase

space (in this case, six). In all examples presented in this paper, we veriĄed numerically

that all equilibria are hyperbolic and that the dimension condition is satisĄed.

4.5 Numerical results

This section shows the relation between the two-dimensional model solutions,

one-dimensional model solutions, and traveling wave estimates.

4.5.1 Two-dimensional simulations (FOSSIL)

We use FOSSIL (see Section 4.6.1 for more details) to solve System (4.1)-(4.4)

numerically in the two-layer domain Ω (see Fig. 3) with initial conditions approaching

the step function (4.16). We use no-Ćow boundary conditions at z = −d and z = d. At

the inlet (x = 0), we deĄne constant velocities u = ui for each layer and Ąxed saturation

Sw = S−
w . On the output boundary (x = L), we consider ∂Sw/∂x = 0.

Figures 5-6 show proĄles for water saturation and foam texture at times 3000s,

4000s and 5000s. As one can see, these simulations suggest a traveling wave proĄle moving

at the same velocity within both layers. The shape of this proĄle resembles a parabola

and inspired the hypothesis used in Section 4.3.1.

Figure 7 presents an internal structure of the saturation front proĄle obtained

through a post-processing of the wavefront at 5000s see Fig. 5. Considering only those

x corresponding to the front, for each position z, we plot the average of the numerical

values of Sw(x, z, t) for x ∈ [0.373, 0.719], and t = 5000s. Using this technique, we can

use a linear interpolation over the nodes of the curve to Ąnd the water saturation at the

boundary between both layers: Sw0
= 0.4732. Notice that this value is in good agreement

(less than 0.06%) with the one estimated theoretically in Section 4.3.1.

Figure 5 – Stable traveling water saturation profile obtained through two-dimensional numerical
simulations at 3000s (upper plot), 4000s (middle plot) and at 5000s (lower plot).
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Figure 6 – Stable traveling foam texture profile obtained through two-dimensional numerical
simulations at 3000s (upper plot), 4000s (middle plot) and at 5000s (lower plot).

Figure 7 – Average cross-section water saturation profile inside the wave front obtained numeri-
cally for t = 5000s.

4.5.2 Front velocities for 2D model

Using the average front positions in each layer (see Section 4.6.3 for details) we

estimate the wave front velocity in each layer i ∈ ¶1, 2♢ at each time step k ∈ ¶1, . . . , nT ♢

using Ąnite differences:

vi,k :=
xi,k − xi,k−1

∆t
. (4.44)

Figure 8 compares the moving average of the velocity arrays vi using samples of 45 values

(0.9% of nT = 5000) with the theoretical velocity (4.40). As expected, wavefronts velocities

in both layers tend to the same constant value, indicating the traveling waveŠs existence

common to both layers. Figure 9 shows the Standard Deviation (SD) of the moving

average of the velocity in each layer:

SD(v(i)) =

√√√√
∑i+n

k=i

(
mn(k) − ¯v(i)

)2

n − 1
, where ¯v(i) = (1/n)

i+n∑

k=i

mn(k). (4.45)
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As the velocity presents signiĄcant oscillations, in order to conclude that the numerically

obtained velocity is approaching the theoretical estimate, we need SD to be signiĄcantly

smaller than the velocity itself. Notice that SD(v1) and SD(v2) are in the same order of

magnitude as ♣vi♣ at the beginning of the simulations and decrease at least one order of

magnitude along with the simulation, indicating the convergence of the foam front velocity.

Figure 8 – Moving average of the velocities v1 (left) and v2 (right) of the two-dimensional model
compared to the analytically estimated v from (4.40).

Figure 9 – The Standard Deviation SD(v1) and SD(v2) of the moving average of velocities v1

and v2 in two-dimensional simulation.

4.5.3 Front velocities for 1D model

In order to verify the existence of the traveling wave proĄle for the one-dimensional

model (4.13) we simulate it directly using RCD (see 4.6.2 for details). In this case, we use

Ąnite differences as in (4.44), see the dashed line in Fig. 3. Figure 10 shows the regularized

velocities v1 and v2 respectively using the moving average performing clustering of 250

data compared to the theoretical velocity obtained with the formula (4.40).

Figure 11 shows the standard deviation (SD) of the front velocity in each layer,

which decreases in time. SigniĄcant values of SD(v1) and SD(v2) compared to ♣vi♣ at the
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Figure 10 – Moving average of the velocities v1 (left) and v2 (right) of the one-dimensional model
compared to the analytically estimated v from (4.40).

beginning of the simulations indicate that regularization is important to obtain high-quality

measurements.

Figure 11 – The standard deviation SD(v1) and SD(v2) of the average velocities v1 and v2 from
one-dimensional simulations.

4.5.4 Characteristic time for the traveling front stabilization

Starting with any initial conditions, it is natural to expect that the traveling

wavefront takes some time to stabilize both in laboratory experiments and in computational

simulations. Different phenomena inĆuence this time; let us assume the main contribution

is due to the mass exchange between layers. Assuming it is linear as in (4.13), the mass

equilibrium between layers obeys exponential law with characteristic time given by the

inverse of the exponent [45]. Notice that for the parameter values from Table 1, this time is

1/θ ≈ 3367s, which is the same order of magnitude that the two-dimensional (≈ 2500s, see

Fig. 9) and one-dimensional (≈ 3500s, see Fig. 11) simulations take to stabilize. Although

this analysis does not apply directly to laboratory experiments, they give a rough estimate

on which scale one can expect to observe the formation of stable traveling front in multiple

layer reservoirs. For the parameter values from Table 1, the distance needed for the front

formation is (tcharu ≈ 0.0049m), which is plausible for the laboratory experiment scale.
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4.5.5 Comparing front proĄles

Another way to visualize and compare the front propagation in both one- and

two-dimensional models are shown in Figs. 12-13, where we plot the solution proĄles

in layers 1 and 2, respectively. The plotted proĄle for the two-dimensional simulation

corresponds to d = ±2.5mm section at each layer. Because of that, there can not be an

exact match between both simulations. As one can see, both proĄles displace at the same

traveling wave velocity, as estimated by the analysis presented in Section 4.4.

Figure 12 – Water saturation Sw and foam texture nD profiles in the first layer, in the one-
dimensional and two-dimensional models, at cross section z = −2.5mm. The dashed
curves represent the behavior at time t = 4000s and the continuous curves for
t = 5000s.

4.6 Computational simulators and procedures

4.6.1 FOSSIL

Two-dimensional numerical simulations presented in Section 4.5.1 were obtained

using Foam Displacement Simulator (FOSSIL), the in-house foam simulator developed in

the Laboratory of Applied Mathematics at Federal University of Juiz de Fora (LAMAP-

UFJF), whose primary goal is to be a highly extensible, reliable, and Ćexible software

that every researcher in the laboratory could use. The main focus of the software is

the simulation of multi-phase Ćow with foam in porous media using advanced numerical

methods. The code can run simulations for problems with high heterogeneity, compressible

Ćows, and gravitational effects.

FOSSILŠs numerical methodology is based on a staggered formulation. The method

splits (4.1)-(4.4) into two coupled systems: one has elliptic, and the other has a hyperbolic

nature. DarcyŠs law directs the elliptic subsystem, where the main unknown is the
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Figure 13 – Water saturation Sw and foam texture nD profiles in the second layer, in the one-
dimensional and two-dimensional models, at cross section z = 2.5mm. The dashed
curves represent the behavior at time t = 4000s and the continuous curves for
t = 5000s.

superĄcial velocity u, and the remaining equations constitute the hyperbolic (or transport)

subsystem. Due to this staggered methodology, one may apply two different numerical

methods. A mixed hybrid Ąnite element method [92] solves the elliptic problem, and

a high-order non-oscillatory Ąnite volume method [62] solves the transport problem. A

detailed description of the solution methodology is detailed in [29]. From the computational

point of view, FOSSIL is being developed on top of two open-source libraries, SUNDIALS

[47] and deal.II [6].

FOSSIL uses a uniform partition of rectangles in Ω of sizes ∆x and ∆z, and measure

approximations in time at each tk := k∆t, for each k ∈ ¶0, 1, . . . , nT ♢. At the end of the

simulation, we can extract two sets of matrices
{
Sk

w

}N

k=0
and

{
nk

D

}N

k=0
, where Sk

w,ij and

nk
D,ij, 1 ≤ i ≤ nz and 1 ≤ j ≤ nx, approximate the average of Sw and nD in the rectangle

Kij := [(j − 1)∆x, j∆x] × [(i − 1)∆z, i∆z] at a Ąxed time tk. We choose an even nz to

have no element crossing the two layers, see Fig. 14.

4.6.2 Reaction Convection Diffusion Equations Solver

One-dimensional simulations are performed using Reaction Convection Diffusion

Equations Solver (RCD). It is a C++ structured package of routines that provides a means

to solve Nonlinear Balance Equation Systems numerically via Ąnite difference methods,

see [67] for details.

In order to solve the system (4.13) it was rewritten as in the following form.

∂

∂t
G(U) +

∂

∂x
F (U) =

∂

∂x

(
B(U)

∂U

∂x


+ R(U), (4.46)
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Figure 14 – Numerical domain for the two-dimensional simulation using FOSSIL.

Figure 15 – Example of front tracking vectors xfront
1 and xfront

2 .

where UT (x, t) = (Sw1
, nD1

, Sw2
, nD2

) and

G(U) =




ϕ1Sw1

ϕ1nD1
(1 − Sw1

)

ϕ2Sw2

ϕ2nD2
(1 − Sw2

)




, F (U) =




u1fw1

u1(1 − fw1
)nD1

u2fw2

u2(1 − fw2
)nD2




, (4.47)

B(U) =




−λg1
fw1

dPc1

dSw1

+ ϵSw1
0 0 0

nD1
λg1

fw1

dPc1

dSw1

ϵnD1
0 0

0 0 −λg2
fw2

dPc2

dSw2

+ ϵSw2
0

0 0 nD2
λg2

fw2

dPc2

dSw2

ϵnD2




, (4.48)

R(U) =




−θs1
(Sw1

− Sw2
)

ϕ1(1 − Sw1
)Φ1

θs2
(Sw1

− Sw2
)

ϕ2(1 − Sw2
)Φ2




. (4.49)

The following parameters introduced small artiĄcial diffusion improving the convergence

without changing the main results: ϵSw1
= 0, ϵSw2

= 0, ϵnD1
= 10−4, and ϵnD2

= 10−4.
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4.6.3 Post-processing the numerical solution

In order to compare one-dimensional solution proĄles with two-dimensional numeri-

cal simulation, we need to track the front position in the latter. This is done by calculating

the average of the front position at each horizontal strip i, see Algorithm 1. Figure 15

shows the resulting front position inside both layers for parameter values from Table 1.

Algorithm 1 Tracking the wave front

Require: S−
w , S+

w , nT > 0, nz > 0
Ensure: xfront

1 and xfront
2

Choose a S∗ ∈ [S−
w , S+

w ]
for k ∈ ¶0, . . . , nT ♢ and i ∈ ¶1, . . . , nz♢ do

if S∗ < Sw
k
i1 then

xfront
strip i := ∆x

2
S∗−S−

w

Sw
k
i1−S−

w

else if Sw
k
i nx

≤ S∗ then

xfront
strip i := nx∆x − ∆x

2
S+

w −S∗

S+
w −Sw

k
i nx

else

Ąnd j ∈ ¶1, . . . , nx − 1♢ such that Sw
k
ij ≤ S∗ < Sw

k
i j+1

xfront
strip i :=

(
j − 1

2

)
∆x + ∆x

S∗−Sw
k
ij

Sw
k
i j+1−Sw

k
ij

end if

xfront
1,k := mean

i=1...nz/2
xfront

strip i

xfront
2,k := mean

i=(nz/2)+1...nz

xfront
strip i

end for

4.6.4 Derivation of the ODE system

In this section we derive the system of ordinary differential equations (4.29). First,

we substitute (4.15) into (4.13) denoting Di = λgi
fgi

dPci
/dSwi

for i = 1, 2, and η = x − vt,

yielding:




−ϕiv
dSwi

dη
+ ui

dfwi

dη
= −

d

dη

(
Di

dSwi

dη


− θsi

(−1)i (Sw1
− Sw2

) ;

−ϕiv
d
(
Sgi

nDi

)

dη
+ ui

d
(
fgi

nDi

)

dη
=

d

dη

(
nDi

Di
dSwi

dη


+ ΦiSgi

ϕi.

(4.50)

In what follows, we denote Yi = dSwi
/dη and S = Sw1

− Sw2
. Thus, the Ąrst equation in

(4.50) can be rewritten as:

Di
dYi

dη
= ϕivYi − ui

∂fwi

∂Swi

Yi − ui
∂fwi

∂nDi

dnDi

dη
−

dDi

dη
Yi + (−1)iθsi

S. (4.51)

The second equation in (4.50) can be rewritten as:

DinDi

dYi

dη
=


ϕivYinDi

− uinDi

∂fwi

∂Swi

− nDi

dDi

dη

]
Yi

+


−ϕivSgi

− uinDi

∂fwi

∂nDi

+ uifgi
− DiYi

]
dnDi

dη
+ Φ1Sgi

ϕi.

(4.52)
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Multiplying (4.51) by nD1
and substituting the result into (4.52) yields

dnDi

dη
=

(−1)iθsinDi
S + ΦiSgi

ϕi

−ϕivSgi
+ uifgi

− DiYi

. (4.53)

Substituting (4.53) into (4.51) and using the notation

Ψi = (−1)iθsinDi
S + ΦiSgi

ϕi, Fi = −ϕivSgi
+ uifgi

− DiYi; (4.54)

results in

Di
d Yi

dη
= ϕivYi − ui

∂fwi

∂Swi

yi − ui
∂fwi

∂nDi

Ψ
Fi

−
dDi

dη
Yi + (−1)iθsi

S. (4.55)

Applying the chain rule to dDi/dη, we have that:

−
dDi

dη
Yi = −

∂Di

∂Swi

Y 2
i −

∂Di

∂nDi

dnDi

dη
Yi. (4.56)

Replacing the result into (4.55), yields

Di
d Yi

dη
=
[
ϕiv − ui

∂fwi

∂Swi

−
dDi

dSwi

Yi −
dDi

dη

Ψ
Fi

]
Yi − ui

∂fwi

∂nDi

Ψ
Fi

+ (−1)iθsi
S, (4.57)

Denoting Zi = ϕiv − ui
∂fwi

∂Swi

−
∂Di

∂Swi

Yi −
∂Di

∂nDi

Ψi

Fi

, we obtain:

dYi

dη
=

(−1)iθsi
S + ZiYi − ui

∂fwi

∂nDi

Ψi

Fi

Di

. (4.58)

The system (4.29) is composed of equations (4.53), (4.58) and Yi = dηSwi
.

4.7 Quadratic proĄle

This section motivates the assumption of the quadratic shape of the water saturation

proĄle, which is essential for the analysis presented in Section 4.3.1. We rewrite the over-

simplifying water saturation equation (4.18) as

∂

∂t
(ϕSw) =

∂

∂z

(
ϵ

∂

∂z
Sw


, (4.59)

where we approximated capillary terms by the constant ϵ as in [75]. We assume that the

water saturation proĄle inside the traveling wave is a linear interpolation of the equilibria.

This assumption agrees with the numerical simulation results plotted in Figs. 12-13, where

the water saturation presents a sharp traveling wave proĄle connecting two equilibria. As

the traveling wave possesses a constant velocity, it means that inside the traveling wave,

the time derivative of saturation for each Ąxed x is constant ∂t(Sw) = φ. Substituting this

approximation into (4.59) and integrating twice in z, we obtain that the water saturation

can be approached as a quadratic polynomial as in (4.22).
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4.8 Partial conclusions

Under some simple hypotheses, we showed that the foam displacement in two

parallel layers with different permeabilities form a single traveling wavefront with velocity

of when weighted average of the velocities as if both layers were isolated. These Ąndings

favor using foams as controlling agents of gas mobility in a multiple-layer porous media.

The simpliĄed one-dimensional model was derived from the two-dimensional linear

kinetic foam Ćow model at the cost of doubling the number of equations. The key part

consisted of estimating the mass exchange coefficient between layers, using the hypothesis

of parabolic front shape inspired by numerical simulations.

We veriĄed a necessary condition for the existence of the traveling wave solution

of the simpliĄed model. We simulated this model using the Finite Difference Scheme,

validating our approach. The theoretical estimates showed excellent agreement compared

to numerical results obtained using the in-house code based on the staggered algorithm

combining Finite Element Method and Finite Volume Method in two parallel layer

conĄguration.

Finally, we tackled the possibility of using the proposed formula for the mass

exchange between layers to estimate the time the traveling wavefront needs to stabilize,

verifying its validity with numerical simulations for both one- and two-dimensional models.
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5 WAVEFRONT VELOCITY FOR FOAM FLOW IN THREE-LAYER

POROUS MEDIA

This chapter is a reprint of work published in CILAMCE-2022, Proceedings of

the XLIII Ibero-Latin-American Congress on Computational Methods in Engineering,

ABMEC [102].

In this chapter, we use a simpliĄed bubble population balance model to describe

foam displacement in porous media as this model is supported on various experimental

studies [84, 118]. We approach the fractured structure of the porous medium in a three-

layer conĄguration, where the middle layer possesses a small width and high permeability.

Numerical investigation using Foam Displacement Simulator (FOSSIL) points out the

existence of a stable traveling wave water saturation proĄle evidencing the applicability of

the foam injection to control gas mobility in fractured reservoirs.

5.1 Introduction

There is a growing interest in studying the foam displacement in porous media,

from an environmental (soil remediation) as shown in [11], or industrial (oil recovery)

point of view as in [46]. Several models describe the behavior of foam in porous media

[8], [59], [56]. Within these models are local equilibrium models and population balance

models see [46]. We are interested in the latter, where the foam texture is modeled using

the mass balance equation. These models are more realistic as they consider physical

aspects of foam creation and destruction.

There are some studies of multiphase Ćow in porous media by layers; see [69],

[44],[94], [19] and [61]. Some of them, i.e., [44] use Laplace transform to estimate the

analytical solutions; others [61] consider fractures between the layers and study the

multiphase Ćow when the fracture thickness tends to zero. In the case of foam displacement,

one can Ąnd articles, such as [11], where artiĄcial media with different permeabilities

but the same porosity in each layer are studied for soil remediation. The behavior of

multiphase Ćow with the presence of foam is explored in [73] in the context of microĆuidics.

In [95], the velocities and saturations of water in two-layer porous media with different

permeabilities, but equal porosity, are analyzed from the computational point of view.

Using the linear kinetic model [8] in the previous work [104], the problem of foam

Ćow in two-layer media is investigated using traveling waves; the velocity of this wave

was found. This work proposes an extension of this study to the three-layer case using

the bubble balance population foam model from [116] with simplifying hypothesis of

Newtonian Ćow as in [111]. We use 2D simulations to show the existence of the traveling

wave solution proĄle.

This chapter is structured as follows. Section 5.2 presents the simpliĄed version of
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the bubble population model, see [116]. In section 5.3, we describe Foam Displacement

Simulator (FOSSIL) (see [29]), and the main numerical results. In section 4.8, we summarize

the conclusions, highlighting the importance of the study of foam Ćow in porous media.

5.2 Model

Based on [29], and [104], we consider the following system of partial differential

equations, which describes the two-dimensional foam displacement in porous media




ϕ ∂
∂t

Sw + ∇ · uw = 0,

ϕ ∂
∂t

(nDSg) + ∇ · (ugnD) = ϕSgΦ ,
(5.1)

where ϕ is the porosity, Sw is the water saturation, uw is the water velocity, nD is the

foam texture, Sg is the gas saturation, ug is the gas velocity, and Φ represents the foam

generation and coalescence. The Ąrst equation in (5.1) is a conservation law, while the

second equation in (5.1) is a population balance equation considering u = uw + ug as

DarcyŠs velocity

uw = −λw∇Pw, (5.2)

where λw is the mobility of water phase and Pw is the pressure in the water phase. The

two-dimensional domain for eq. (5.1) is the rectangle Ω := (0, L) × (−d, d3) (see Fig.3),

where L is the maximum length in the axis x and the height z is in (−d, d3). We solve the

problem in three layers of different permeability: the Ąrst z ∈ (−d, d1) with permeability

k = k1 and porosity ϕ, the second with z ∈ (d1, d2) permeability k = k2, porosity ϕ; and

the third with z ∈ (d2, d3) k = k3, porosity ϕ.

Figure 16 – Schematic representation of a three-layered porous medium as a domain Ω :=
(0, L) × (−d, d3); where, ki is the permeabilities of the layer i, respectively.

We use the stochastic population model given in [116] with the simpliĄcation

proposed in [111] to deĄne the foam generation source term as:

Φ = (Kc + Kg)(nLE
D − nD), (5.3)

which depends on foam texture in local equilibrium nLE
D (Sw) given by:

nLE
D (Sw) =

Kg

Kc + Kg

, (5.4)
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where Kg and Kc are the coalescence coefficients given in [115]. Considering the fractional

Ćow function theory from [8], [90], [117], and [111],

λw = k
krw

µw

, λg = k
krg

µg

, fw =
λw

λw + λg

, fg =
λg

λw + λg

, (5.5)

where λ is a modiĄed pore-size distribution parameter, λw and λg are the mobilities of

water and gas phases; µw and µg are the viscosity parameters for water and gas phases, fw

and fg are fractional Ćows for water and gas phases. As the system is entirely saturated

we consider that Sw + Sg = 1 and fw + fg = 1. The relatives permeabilities are:

krw(Sw) =





0, 0 ≤ Swi
≤ Swc,

0.75

(
Sw − Swc

1 − Swc − Sgr

λ

, Swc < Sw ≤ 1,
(5.6)

k0
rg(Sw) =





0.94

(
1 − Sw − Sgr

1 − Swc − Sgr

(3λ+2)/λ

, 0 ≤ Sw < 1 − Sgr,

0, 1 − Sgr ≤ Swi
≤ 1.

(5.7)

krg(Sw, nD) =
k0

rg(Sw)
MRF (nD)

. (5.8)

Here the gas mobility reduction factor is a linear function of foam texture:

MRF (nD) = βnmaxnD + 1, (5.9)

where

β =
α

(ug/ϕSg))
d µ0

g

(5.10)

is approximated as a constant following the procedure proposed in [111] considering Sg = 1.

The capillary-pressure Pc is a function depending on Sw, and on the gas-water

surface tension σ, on the porosity of medium ϕ and permeability k is deĄned as:

Pc = pc,0 · γ ·
(

Sw − Swc

0.5 − Swc

)−1/λ

, (5.11)

considering pc,0 = 2 (σgw/r) cosθ as the entry capillarity pressure, γ is the proportionality

coefficient, σgw is the surface tension between water and gas, θ is the contact angle, and r

is the effective pore radius. All the parameters mentioned so here, can be seen in Table 2.

The values of n−
Di

and n+
Di

are calculated using Equation (5.4).

5.3 Numerical Results

In this section, we show the results obtained for a 2D model using Foam Displace-

ment Simulator (FOSSIL), whose detailed description can be found in [29]. To solve the
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Table 2 – Parameter values for the problem of three layers.

Symbol Value Parameter
Swc 0.1 [-] connate water saturation
Sgr 0.0 [-] residual gas saturation
µw 10−3 [Pa s] water viscosity
µ0

g 2 · 10−5 [Pa s] gas viscosity in absence of foam
k1 1 · 10−12 [m2] permeability of medium in layer 1
k2 1 · 10−11 [m2] permeability of medium in layer 2
k3 1 · 10−12 [m2] permeability of medium in layer 3
nmax 2.5 · 1011 [m−3] maximum foam texture
u 2.31 · 10−5 [ms−1] aweighted average total velocity
KC 0 [s−1] bubble coalescence coefficient
Kg 0.1 [s−1] bubble generation coefficient
λ 5 [-] pore-size distribution parameter
ϕ 0.21 [-] porosity
S+

wi
0.99[-] inicial water saturation for the layer i, i = 1, 2, 3

S−
wi

0.63[-] injected water saturation for the layer i, i = 1, 2, 3
n−

Di
1 [-] injected foam texture for the layer i, i = 1, 2, 3

n+
Di

1 [-] initial foam texture for the layer i, i = 1, 2, 3
σgw 30 · 10−3 [N/m] gas-water interfacial tension
α 5.8 · 10−16 [Pa s2/3 m10/3] viscosity proportionality constant
r 5 · 10−6[m] mean pore radius
D 0.02 [m] constant to deĄne the thickness of the layers

problem composed of the Ąrst equation in (5.1) and eq.(6.2), FOSSIL uses the conservative

mixed Ąnite element method proposed in [63]. To solve the second equation of (5.1) (which

corresponds to the foam transport problem), FOSSIL uses the conservative method KNP

introduced in [62], which is an extension of the Ąnite volume method presented in [64].

To obtain the solutions of the problem (5.1) we use 2D simulations with the

following conditions in the domain Ω (depicted in Fig. 17): At x = 0, we consider a

constant velocity for all z, and the water saturation Sw equal to the injection condition

Sw = S−
w . At x = L, we consider the Neumann type boundary condition ∂xSw = 0. The

permeability of the medium k is a matrix of dimension m × nz, where m is the number

of cells on the horizontal axis, and nz is the same on the vertical axis (we consider nz

multiple of 21). It is deĄned as:

kij =





k1, if j ∈ [1, (3/7)nz] ∩ Z,

k2, if j ∈ [(10/21)nz, (11/21)nz] ∩ Z,

k3, if j ∈ [(4/7)nz, nz] ∩ Z.

(5.12)

A graphical representation of how permeability is deĄned over the entire domain is shown

in Fig. 17, where ∆z represents the cell width in z direction, ∆x is the cell width in x

direction. For this experiment, ♣d2 − d3♣ = ♣−d − d1♣ = D and ♣d2 − d1♣ = (1/10)D, where

D is given in Table 4.
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Figure 17 – Numerical domain for the three-layer problem.

Figure 18 shows the behavior of the water saturation in the whole domain at

three different times. Simulation results in Fig. 18 indicate the presence of the stable

traveling wave saturation proĄle. This behavior is similar to one described in [111] for the

one-dimensional case.

Figure 18 – Stable traveling water saturation profile obtained through two-dimensional numerical
simulations at 2500 s (upper plot), 3750 s (middle plot) and 5000 s (lower plot).

To calculate the position of the water saturation wavefront, shown in Fig. 19, we

modify the Algorithm 1 proposed in Section 4.6.3 given below. The position xfront
i with

i = 1, 2, 3 is calculated using:

xfront
1 = mean

i=1···(9/21)nz

xfront
strip i, (5.13)

xfront
2 = mean

i=(10/21)nz ···(11/21)nz

xfront
strip i, (5.14)

xfront
3 = mean

i=(12/21)nz ···nz

xfront
strip i. (5.15)

Using equations (5.13)-(5.15) and Ąnite differences, we calculate the wave velocity in each

layer i in a similar way as it is done in [104]:

vi,k =
xfront

i,k − xfront
i,k−1

∆t
. (5.16)

Figures 19 and 20b show that the wave in the middle layer moves faster than in the other
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Figure 19 – Position on the horizontal axis of the water saturation front xfront
i in each of the

i-layers.

two layers for times shorter than 2000 s. After this time, the saturation fronts move at

the same velocity. Figure 21 presents saturation proĄles obtained numerically at different

times starting with t = 2500 s. In this Ągure, we also show the displaced initial proĄle

comparing Sw + v∆t with Sw(t + ∆t), where v is the stable velocity in different layers.

We estimate the velocity v using the moving average with groups of 300 points obtained

with a numerical approximation of the traveling wave velocity. The Ąnal value of v is the

arithmetic average of the regularized velocities from t = 3000 s until t = 10.000 s. As

one can observe, after the stabilization time (see Fig. 20b and 20a), the water saturation

proĄles move with constant velocity v without changing the wave shape.

The proximity of the curves Sw + v∆t with Sw(t + ∆t) in Fig. 21, can be quantiĄed

using the L2 distance, see results in Table 3. As we can observe, the distance between

the proĄles does not increase over time, corroborating the existence of a traveling wave

solution connecting S−
w to S+

w .

(a) Velocities for each layer (b) Standard deviation of speeds

Figure 20 – Velocities vi in the layer i; and standard deviation of each velocity SD(vi) in the
layer i. Simulated using the moving average for groups of 240 data in the 2D-model.
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(a) Layer 1 (b) Layer 2

(c) Layer 3

Figure 21 – Comparison of the profiles using the calculated velocity v = 6.8e × 10−5m/s. The
dotted curves are generated by FOSSIL at times t0 = 2500s, t1 = 3000s, t2 = 3500s,
t3 = 4000s, and t4 = 4500s. Sw0

is the profile generated by FOSSIL at time 2500s.
(a) In layer 1, (b) layer 2 and (c) layer 3. The distance between Sw0

+ v∆t and Sw(t)
are shown in Table 3.

Table 3 – Distance between Sw(2500) + v∆t and Sw(2500 + ∆t) in the layer i.

∆t Layer 1 Layer 2 Layer 3
500 s 8.3e-3 3e-3 8.3e-3
1000 s 2.02e-3 4.8e-3 2.08e-3
1500 s 1.6e-3 1.3e-3 1.7e-3
2000 s 2e-3 2.3e-3 2.02e-3

5.4 Partial conclusions

In this work, we investigated the foam displacement in three-layer stratiĄed porous

media using the bubble population model. Using the in-house numerical simulator in the

two-dimensional conĄguration, we conclude that the water saturation proĄle behaves as a

stable traveling wave solution. As a highly permeable middle layer can approach fracture,

our results indicate that the foam displacement in the porous media containing fractures

presents a behavior similar to that observed in the homogeneous case.
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6 THE TRAVELING FOAM WAVEFRONT IN FRACTURED POROUS

MEDIUM

This chapter is a reprint of a paper submitted in 2023 [103].

We investigate the foam injection in a fractured porous medium modeled as a thin

layer surrounded by the other two. We show the formation of the single foam front using

the traveling wave solution, which is characterized geometrically as a wave that moves

with a constant velocity, maintaining its proĄle over time.

To allow this analysis, we derive a formula describing the foam front velocity in

n-layered porous medium extending previously known results for two layers. All the

theoretical analysis was validated through the computation simulations of the realistic

model using parameter data from laboratory experiments.

6.1 Introduction

Fluid Ćow in porous media is a growing subject in several scientiĄc Ąelds involving

different areas of human knowledge. For example, in environmental engineering, it is crucial

for CO2 capture and storage in both oil reservoirs and aquifers [80, 79, 97]. Other examples

are related to soil remediation from subsurface contamination caused by non-aqueous liquid

phases [52, 25, 46, 11, 21]. It also plays a key role in enhanced oil recovery techniques

[39, 23, 97, 54, 41, 2]. One of the main challenges in this Ąeld is related to Ąngering

formation, resulting in Ćow instabilities and limiting sweep efficiency, especially when

dealing with gas injection. The impact of Ąngering is increased in the presence of fractures

- a highly permeable network constituting the dominant pathway for Ćow in a porous

medium [61, 1]. A fracture can be regarded as a part of void space in a porous medium

domain with one of its dimensions being much smaller than the other two [9]. Addressing

a fractured medium analytically and numerically proves to be challenging due to the

domainŠs complex geometric shape and the fracturesŠ relatively small thickness. Because

of their thickness (or aperture), fractures are usually represented as lower dimensional

objects [72]. A similar approach can be found in [38]. In [61], the authors proposed a

local approach to modeling a fractured medium as a layered domain, where the fracture is

treated as a layer with a smaller thickness and higher permeability than the other layers.

Over the past years, multilayered porous media were modeled in several ways

[69, 44, 94, 19, 18, 61]. In [44], the authors use LaplaceŠs transform to solve the two-phase

Ćow in two layers. In [61], the authors utilize the ratio between porosities and absolute

permeabilities of each layer to ascertain the Ćow behavior in the fracture, studying the

water production rate considering when the fracture thickness tends to zero. Several works

address the cross-Ćow between layers [65, 31]. In the present paper, we follow a similar

approach as [61] and model the fracture as a thin porous medium layer surrounded by less
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permeable layers.

One technique to control the sweep efficiency issue due to excessive gas mobility is

foam injection. For example, Foam Assisted Water Alternated Gas (FAWAG) presented

excellent results in Enhanced Oil Recovery [37]. This technique involves adding a surfactant

solution during gas injection, which can mitigate the impact of fractures, enhance reservoir

performance, improve sweep efficiency, and optimize Ćow dynamics in naturally fractured

reservoirs [72]. In the context of multi-layered porous media, foam Ćow was widely studied.

In [11, 83], the authors investigate foam displacement in the porous medium with two

layers with different permeabilities and the same porosity aiming at soil remediation. In

[73], the authors study the multi-phase foam Ćow using the microĆuidics experimental

setup. In [59, 95], the authors presented a computational analysis of the foam Ćow in

a porous medium with two layers with different permeabilities. In [104], the authors

investigate the foam Ćow in a two-layer medium by analytically solving the model using

traveling waves. In the present work, we use the same framework to investigate the foam

Ćow in a fractured porous medium.

Foam is an agglomeration of gas bubbles separated by a liquid Ąlm called a lamella

[14]. Following [116, 8, 59, 111, 76], it can be modeled as a tracer in a gas phase described

by the partial differential equation with the source term representing the foam creation

and destruction [46]. In the present paper, we follow [111] and model a Newtonian foam

Ćow based on the model proposed in [116]. Following [8, 111, 76, 26, 112] we investigate

the traveling wave solutions for the foam Ćow in a fractured porous medium, showing the

existence of a single traveling wave front in all layers. For this analysis, we extended the

results from [104] from two to n layers. We presented an analytically estimated foam front

velocity, which was validated by computational simulations using the two-dimensional

realistic model. These simulations were carried out using FOam diSplacement SImuLator

(FOSSIL) [29, 30].

The chapter is organized as follows. Section 5.2 presents the two-dimensional

foam displacement model. In Section 6.3, we adapt the original model to one dimension

considering n layers with different permeabilities and porosities. Section 6.4 applies the

presented results to the fractured porous medium. In Section 6.5, we estimate the mass

exchange coefficients between layers for the symmetric case and validate them numerically.

Section 6.6 extends these results to the non-symmetric scenario. Finally, the conclusions

of this work are presented in Section 6.7.

6.2 Model

In this chapter, we considers the two-phase Ćow of incompressible Ćuids, isotropic

medium, and Newtonian foam as in [8, 29, 34]. The foam displacement in two dimensions

is described by the water mass conservation law, the foam population balance equation,
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DarcyŠs law, and the incompressibility condition:




ϕ ∂
∂t

Sw + ∇ · uw = 0,

ϕ ∂
∂t

(nDSg) + ∇ · (ugnD) = ϕSgΦ ,

u = −kλ∇P ;

∇ · u = 0,

(6.1)

with variables Sw(x, z, t) [·] and Sg(x, z, t) [·] representing the water/gas saturations, and

nD(x, z, t) [·] is the dimensionless foam texture (number of bubbles per volume). Here ϕ [·]

is the porosity, uw [m/s] is the water velocity, ug [m/s] is the gas velocity, u = uw + ug,

[m/s] is the total velocity, k [m2] is the absolute permeability, λ [m2(Pa· s)−1] is the total

mobility, P [Pa] is the total pressure (considered as the sum of all pressures [27]), and Φ is

foam generation source term.

The system is saturated, i.e., Sw + Sg = 1. The water phase velocity is given by

uw = ufw + λgfw∇Pc, (6.2)

where fw [·] is the water fractional Ćow function, λg [m2(Pa·s)−1] is the gas phase mobility,

and Pw [Pa] is the water phase pressure. Functions fw, λg, and Pc are deĄned below.

The two-dimensional domain for (6.1) is the rectangle Ω = [0, L] × [0, D], where D =

d1 + d2 + · · · + dn, is the total domain thickness, di ∈ R+ represents the thickness of the

layer i, and the length of the x−axis is L, see Fig. 22. The foam generation source term Φ

is deĄned following [116] as

Φ = (Kc + Kg)(nLE
D − nD), (6.3)

where the foam texture in local equilibrium is

nLE
D (Sw) =

Kg

Kc + Kg

, (6.4)

Kg and Kc are the foam generation and coalescence coefficients.

To complete the model (6.1) we use the standard fractional Ćow theory [9, 27, 66]

and deĄne the relative mobilities of water and gas (λw and λg, λ = λw + λg) and fractional

Ćow functions of water and gas (fw and fg) as

λw = k
krw

µw

, λg = k
krg

µg

, fw =
λw

λw + λg

, fg =
λg

λw + λg

, (6.5)

where µw and µg [Pa·s] are the viscosity parameters for water and gas phases. The water

and gas relative permeabilities (krw and k0
rg) are deĄned as in [98]:

krw(Sw) =





0, 0 ≤ Swi
≤ Swc,

0.75

(
Sw − Swc

1 − Swc − Sgr

ξ

, Swc < Sw ≤ 1,
(6.6)
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Figure 22 – Schematic representation of a n-layered porous media.

k0
rg(Sw) =





1

(
1 − Sw − Sgr

1 − Swc − Sgr

(3ξ+2)/ξ

, 0 ≤ Sw < 1 − Sgr,

0, 1 − Sgr ≤ Swi
≤ 1,

(6.7)

where ξ is a modiĄed pore-size distribution parameter. The foamed gas relative permeability

is:

krg(Sw, nD) =
k0

rg(Sw)
MRF (nD)

, (6.8)

where the gas mobility reduction factor (MRF ) can be approximated as a linear function

of foam texture [8, 111]:

MRF (nD) = βnmaxnD + 1, (6.9)

nmax [m−3] is the maximum foam texture, β [·] is proportionally coefficient.

The capillary pressure Pc [Pa] is a function of water saturation Sw as in [98]:

Pc = pc,0 · γ ·
(

Sw − Swc

0.5 − Swc

)−1/ξ

, (6.10)

where pc,0 = 2 (σgw/r) cos θ is the entry capillarity pressure, γ is the proportionality

coefficient, σgw is the surface tension between water and gas, θ is the contact angle, and r

is the effective pore radius. Table 4 contains all parameter values used in this work.

6.3 Foam Ćow in n-layers

In this section, we simplify the model (6.1) to one dimension at the cost of increasing

the number of equations to 2n. This simpliĄcation allows us to investigate the traveling

wave solution and estimate its velocity. In this sense, the present study extends the

analysis presented in [104] to n layers.



58

Table 4 – Parameters values [98, 111].

Symbol Value Parameter
Swc 0.2 [-] connate water saturation
Sgr 0.0 [-] residual gas saturation
µw 10−3 [Pa s] water viscosity
µg 2 · 10−5 [Pa s] gas viscosity in absence of foam
Kc 0 [s−1] bubble coalescence coefficient
Kg 0.1 [s−1] bubble generation coefficient
ξ 5 [-] pore-size distribution parameter
ϕ 0.21 [-] porosity
S+

wi
0.99[-] initial water saturation for the layer i

S−
wi

0.63[-] injected water saturation for the layer i
n−

Di
1 [-] injected foam texture for the layer i

n+
Di

1 [-] initial foam texture for the layer i
σgm 30 · 10−3 [N/m] gas-water interfacial tension
θ 0 [rad] contact angle
r 5 · 10−6[m] mean pore radius
β 7.8185 · 10−10[-] model mobility parameter
uw1

1.446 · 10−6 [ms−1] water surface velocity in layer 1
ug1

1.471 · 10−5[ms−1] gas surface velocity in layer 1
c 1/20 factor for calculating fracture thickness

6.3.1 One-dimensional multi-layer simpliĄcation

Consider the domain Ω shown in Fig. 22. Assuming a constant pressure gradient
as in [26, 11], we can presume that the total velocity in each layer remains constant.
Consequently, the last two equations of the system (6.1) can be omitted. Thus, the system
(6.1) can be expressed as a one-dimensional system of 2n Partial Differential Equations
(PDE):





ϕ1
∂
∂tSw1

+ ∂
∂xuw1

=−θ1↓(ϕ1Sw1
− ϕ2Sw2

),
...

ϕi
∂
∂tSwi

+ ∂
∂xuwi

=θi↑(ϕi−1Swi−1
− ϕiSwi

) − θi↓(ϕiSwi
− ϕi+1Swi+1

),
...

ϕn
∂
∂tSwn + ∂

∂xuwn =θn↑(ϕn−1Swn−1
− ϕnSwn),

ϕi
∂
∂tnDi

Sgi
+ ∂

∂xugi
nDi

=ϕiSgi
Φi, for i ∈ ¶1, 2, · · · , n♢.

(6.11)

The Ąrst n equations in (6.11) represent the water mass balance in each layer, while

the last n equations represent the foam texture population balance. In each Layer i, the

porosity is denoted as ϕi, and DarcyŠs velocities are expressed as uwi
for the water phase

and ugi
for the gas phase. The total velocity ui, is given by ui = uwi

+ ugi
, which remains

constant in each layer calculated using each layerŠs absolute permeability ki and the same

relative permeability as in (6.6)-(6.8). The coefficients θi↑ and θi↓ represent the mass
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transfer from Layer i to the previous and next layers, relating one- and two-dimensional

models. Variables Swi
, Sgi

, and nDi
denote the water/gas mean saturations and foam

texture.

We study system (6.11) as a Riemann problem, i.e., a problem with the initial

conditions in the form of a step function:

(Sw1
, .., Swn

, nD1
, .., nDn

)(x, 0) =





(S−
w1

, .., S−
wn

, n−
D1

, .., n−
Dn

), x < 0,

(S+
w1

, .., S+
wn

, n+
D1

, .., n+
Dn

), x > 0.
(6.12)

The superscripts Ş − Ť and Ş + Ť mean the left and right states, which are constant values

for each i. The values of n−
Di

and n+
Di

are calculated using Equation (6.4) and are reported

in Table 4.

6.3.2 Traveling wave velocity

The PDE solution in the form of a traveling wave maintains its proĄle over time,

displacing it with constant velocity. Mathematically, it can be deĄned in terms of the

traveling variable η = x − vt as follows; for more details, see [106, 40].

Definition 6.3.1. A solution (Sw1
, . . . , Swn

, nD1
, . . . , nDn

) of system (6.11) is a traveling

wave if it can be written as

Swi
(x, t) = Ŝwi

(η), nDi
(x, t) = n̂Di

(η), (6.13)

where η = x − vt (v ∈ R), and there exist a left state (S−
w1

, . . . , S−
wn

, n−
D1

, . . . , n−
Dn

) ∈ R
2n

and a right state (S+
w1

, . . . , S+
wn

, n+
D1

, . . . , n+
Dn

) ∈ R
2n, such that

lim
η→±∞

Ŝwi
(η) = S±

wi
, lim

η→±∞
n̂Di

(η) = n±
Di

. (6.14)

In this case, the limit states (S±
w1

, . . . , S±
wn

, n±
D1

, . . . , n±
Dn

) of the Riemann problem

are α− and ω−limits of the corresponding dynamical system [106, 40, 43]. In what follows,

we abuse the notation and omit hats over the variables.

Substituting the expressions (6.13) and (6.14) into Eq. (6.11), considering capillary
pressure Pci

as in (6.10) in each layer i, and total superĄcial velocity of layer i as ui for
i = 1, 2, . . . , n we obtain the following ODE system:





−ϕ1v
dSw1

dη
+ u1

dfw1

dη
= −

d

dη

[
B1

dSw1

dη

]
− θ1↓D1,

...

−ϕiv
dSwi

dη
+ ui

dfwi

dη
= −

d

dη

[
Bi

dSwi

dη

]
+ θi↑Di−1 − θi↓Di,

...

−ϕnv
dSwn

dη
+ un

dfwn

dη
= −

d

dη

[
Bn

dSwn

dη

]
+ θn↑Dn−1,

−ϕiv
d(nDi

Sgi
)

dη
+ un

d(fgi
nDi

)

dη
=

d

dη

[
nDi

Bi
dSwi

dη

]
+ Ri, i = 1, . . . , n.

(6.15)
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Bi =
(

λgi
fwi

dPci

dSwi

)
, Ri = ϕi Sgi

Φi, for i = 1, 2, . . . , n. (6.16)

Di−1 = (ϕi−1Swi−1
− ϕiSwi

), for i = 2, 3, . . . , n. (6.17)

Proposition 6.3.1. Considering (Sw1
, . . . , Swn

, nD1
, . . . , nDn

) the solution of system (6.15)

with n ≥ 3, then

En

θn↑

= −
En−1

θ(n−1)↓

−
n−2∑

i=1


θ−1

i↓

n−1∏

j>i

θj↑θ
−1
j↓


Ei, (6.18)

where

Ei = −ϕiv
d

dη
Swi

+
d

dη
uifwi

+
d

dη

(
λgi

fwi

dPci

dSwi

dSwi

dη


, i = 1, 2, . . . , n. (6.19)

Remark 6.3.1. Notice that Proposition 6.3.1 is only valid for n ≥ 3 since there are two

mass transfer coefficients, θi↑ and θi↓, for i = 2, . . . , n − 1. However, Proposition 6.3.1 is

still valid for n = 2 replacing Eq. (6.18) by:

E2

θ2↑

= −
E1

θ1↑

, (6.20)

as shown in [104].

Proof of Proposition 6.3.1. The proof uses the principle of mathematical induction [99].

• In the Ąrst step, we show that (6.18) is satisĄed for m = 3. In this case we use (6.19)

and rewrite the system (6.15) as:

E1 = −θ1↓D1; (6.21)

E2 = θ2↑D1 − θ2↓D2; (6.22)

E3 = θ3↑D2. (6.23)

Substituting D1 and D2 into (6.22), we obtain:

E3

θ3↑

= −
E2

θ2↓

−
θ2↑E1

θ1↓θ2↓

. (6.24)

• In the next step, assuming (6.18) is satisĄed for m = n, we prove that (6.18) is valid

for m = n + 1. For m = n, the system (6.15) can rewritten as:

E1 = −θ1↓D1; (6.25)

E2 = θ2↑D1 − θ2↓D2; (6.26)
...

En−1 = θ(n−1)↑Dn−2 − θ(n−1)↓Dn−1; (6.27)

En = θn↑Dn−1. (6.28)
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Using Eqs. (6.25)-(6.27), we obtain for j = 1, · · · , n − 2,

Dn−j =
−En−j

θ(n−j)↓

+
θ(n−j)↑

θ(n−j)↓

Dn−j−1. (6.29)

Thus, Dn−1 can be written recursively, using all values of j, as follows:

Dn−1 =
−En−1

θ(n−1)↓

−
n−2∑

i=1


θ−1

i↓

n−1∏

j>i

θj↑θ
−1
j↓


Ei. (6.30)

Replacing (6.30) into (6.28), we obtain

En

θn↑

= −
En−1

θ(n−1)↓

−
n−2∑

i=1


θ−1

i↓

n−1∏

j>i

θj↑θ
−1
j↓


Ei. (6.31)

Now, let us prove (6.18) is valid for m = n + 1. In this case, the expressions Ei are

given by:

E1 = −θ1↓D1; (6.32)
...

En−1 = θ(n−1)↑Dn−2 − θ(n−1)↓Dn−1; (6.33)

En = θn↑Dn−1 − θn↓Dn; (6.34)

En+1 = θ(n+1)↑Dn. (6.35)

Proceeding as in Eq. (6.30), for j = 1, . . . , n − 1, we obtain

Dn =
−En

θn↓

−
n−1∑

i=1


θ−1

i↓

n∏

j>i

θj↑θ
−1
j↓


Ei. (6.36)

Replacing (6.36) into (6.35) and dividing by θ(n+1)↑, we obtain

En+1

θ(n+1)↑

= −
En

θn↓

−
n−1∑

i=1


θ−1

i↓

n∏

j>i

θj↑θ
−1
j↓


Ei. (6.37)

This allows us to conclude that (6.18) is satisĄed for m = n + 1. We have proved

that (6.18) is valid for all m ≥ 3.

Proposition 6.3.2. Considering (Sw1
, . . . , Swn

, nD1
, . . . , nDn

) the solution of system (6.15)

with n ≥ 3 and v is the traveling wave velocity then,

v =

an

n−1∏

j=1

θj↓ + θn↑an−1

n−2∏

j=1

θj↓ +
n−2∑

i=1




n∏

j>i

θj↑


 ρi ai

bn

n−1∏

j=1

θj↓ + θn↑bn−1

n−2∏

j=1

θj↓ +
n−2∑

i=1




n∏

j>i

θj↑


 ρi bi

, (6.38)
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where

ai = ui

(
f+

wi
− f−

wi

)
, bi = ϕi

(
S+

wi
− S−

wi

)
, f±

wi
= fwi

(S±
wi

, n±
Di

) (6.39)

and

ρi =





i−1∏

j=1

θj↓, if i > 1,

1, if i ≤ 1.

(6.40)

Proof. Considering Ei as in (6.19) from Proposition 6.3.1, we deĄne

Ēi =
∫ ∞

−∞
Eidη = −ϕivS+

wi
+ uif

+
wi

+ ϕivS−
wi

− uif
−
wi

= −vbi + ai, (6.41)

where we used (6.39), and i = 1, 2, . . . , n. Integrate (6.18) in η and substitute (6.41) for

En, En−1, and Ei. Isolating v yields

v =

an

θn↑

+
an−1

θ(n−1)↓

+
n−2∑

i=1


θ−1

i↓

n−1∏

j>i

θj↑θ
−1
j↓


 ai

bn

θn↑

+
bn−1

θ(n−1)↓

+
n−2∑

i=1


θ−1

i↓

n−1∏

j>i

θj↑θ
−1
j↓


 bi

. (6.42)

Multiplying the numerator and the denominator in (6.42) by
n∏

j=1

θj↓ we obtain (6.38).

Remark 6.3.2. In the particular case of equal mass exchange coefficients (θi↓ = θi↑ =

θj↑ = θj↓, ∀i, j), it is possible to simplify Eq. (6.38) by canceling all exchange coefficients

in (6.38). In this case, the velocity v can be expressed as a weighted mean of velocities vi:

v =

(
n∑

i=1

aivi

(
n∑

i=1

ai

−1

=
a1v1 + . . . + anvn

a1 + . . . + an

, (6.43)

where ai are given in (6.39), and vi is the traveling wave velocity in isolated layer i obtained

from the system (6.11) without mass exchange (θi↑ = θi↓ = 0):

vi =
ui

ϕi

f+
wi

− f−
wi

S+
wi

− S−
wi

. (6.44)

6.4 Application of the presented analysis to foam Ćow in the fractured porous medium.

To illustrate the application of the presented analysis, we investigate the propagation

of the foam Ćow in a fractured porous medium regarded as a three-layered matrix with a

thin middle layer, see Fig. 23. Generally, estimating the mass exchange coefficients θi↑

and θi↓ between layers is challenging. In [104], this is done for a two-layer porous medium.

In what follows, we estimate these coefficients for a fracture case.



63

Figure 23 – Schematic representation of a three-layered porous medium as a rectangular domain
Ω; where, c ∈ (0, 1) is constant, and ki is the permeability of the layer i.

For a three-layered porous medium, the traveling wave velocity (6.38) can be

written in a simpliĄed way

v =
θ1↓θ2↓a3 + θ1↓θ3↑a2 + θ2↑θ3↑a1

θ1↓θ2↓b3 + θ1↓θ3↑b2 + θ2↑θ3↑b1

. (6.45)

Next, we present two cases of a fractured porous medium represented in Fig. 23.

The symmetric case considers the Ąrst and last layers with equal permeabilities; see

Table 5. It is more straightforward to understand, and it corresponds to equal mass

exchange coefficients. The non-symmetric case considers different permeabilities; see

Table 5. Both cases consider the same porosity in all layers; see Table 4.

Table 5 – Absolute permeabilities for each of the three layers considered in this study.

Case k1 k2 k3

Symmetric 1 × 10−12 [m2] 1 × 10−11 [m2] 1 × 10−12 [m2]
Non-symmetric 1 × 10−12 [m2] 1 × 10−11 [m2] 2 × 10−12 [m2]

From the third equation of the system (6.1), we know that the total velocity of the

Ćow in each layer i (ui = uwi
+ ugi

) is proportional to the absolute permeabilities of each

layer. Since we aim to address a fractured porous medium, it is considered that the middle

layer has a higher absolute permeability than the adjacent layers. Therefore, we use the

values of absolute permeability in each layer as in Table 5 to calculate u2 and u3 based on

the value of u1. In the symmetric case, u2 = 10u1, and u3 = u1. In the non-symmetric

case, u2 = 10u1, and u3 = 2u1.

6.5 Symmetric foam front in fractured porous medium

To estimate the mass exchange coefficients θ1↓, θ2↑, θ2↓, and θ3↑ of the one-dimensional

model (6.11) for n = 3 we follow the same procedure as in [104] detailed below. Similarly

to the assumption in [104], we consider Sw to be a piece-wise quadratic function of z,

symmetric with respect to the origin; see Fig. 24. It is also possible to observe this
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piece-wise quadratic proĄle in simulations presented in Section 4.6.1. The considered water

saturation is

Sw(z) =





γ1z
2 + δ1z + τ1 in layer 1,

γ2z
2 + δ2z + τ2 in layer 2,

γ3z
2 + δ3z + τ3 in layer 3,

(6.46)

with γi, δi, τi constants for i = 1, 2, 3. We assume that the representative mean water

saturation in each layer is given by

Sw1
=

1
d

∫ −cd

−d(1+c)
Sw(z)dz, Sw2

=
1

c d

∫ 0

−c d
Sw(z)dz, Sw3

= Sw1
, (6.47)

see Fig 24.

Figure 24 – Schematic representation of the water saturation Sw along the vertical cross-section
of the three-layered porous medium, where c ∈ (0, 1) is constant. The dotted red
curve represents the cross-section of Sw calculated at t = 5000 s in the 2D simulations.
The continuous black curve Sw is a quadratic approximation, symmetric with respect
to the line z = 0. Coefficients Ri represent the total mass variation in each layer
i, SwL

is the saturation value at the interface, and Swi
is the average value in each

region of the domain i with permeability ki.

Assuming that there is no water loss at the reservoirŠs edges and from the symmetry

of Sw(z), we obtain

dSw

dz

∣∣∣∣
z=±d(1+c)

= 0, and
dSw

dz

∣∣∣∣
z=0

= 0. (6.48)

The continuity of Sw(z) function within (−d(1 + c), d(1 + c)) is guaranteed by the lateral

limits (see Fig. 24)

lim
z→−cd−

Sw(z) = lim
z→−cd+

Sw(z) = SwL
. (6.49)
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Substituting (6.46) into (6.47), we obtain that

Sw1
= γ1d

2
[2
3

− 2c − 3c2
]

+ τ1 and Sw2
=

γ2c
2d2

3
+ τ2. (6.50)

Substituting (6.46) into (6.48) yields

δ1 = −δ3 = −2γ1d(1 + c), τ1 = SwL
+ 2γ1d

2c and τ2 = SwL
− γ2c

2d2. (6.51)

From (6.50) and (6.51), it follows that

Sw1
− Sw2

=
d2

3

(
γ1(2 − 9c2) − 4γ2c

2
)

. (6.52)

Denoting the total mass variation in each layer as Ri:

R1 =
1
d

∂

∂t

∫ −cd

−d(1+c)
ϕSwdz, (6.53)

R2 =
1

2cd

∂

∂t

∫ cd

−cd
ϕSwdz, (6.54)

R3 =
1
d

∂

∂t

∫ d(1+c)

cd
ϕSwdz, (6.55)

we assume that the mass is conserved in the direction z (ϕ∂tSw + ∂zuw = 0), which is

equivalent to

R1 + R2 + R3 = 0. (6.56)

Using (6.46) and (6.48), we calculate the integrals (6.53), (6.54), (6.55), yielding

R1 = R3 =
D̄1

d

∂Sw

∂z

∣∣∣∣∣
z→cd−

= 2D̄1γ1, (6.57)

R2 =
D̄2

2cd

∂Sw

∂z

∣∣∣∣∣
z→cd−

−
D̄2

2cd

∂Sw

∂z

∣∣∣∣∣
z→−cd+

= 2D̄2γ2, (6.58)

where D̄1, D̄2 and D̄3 depend on SwL
and are deĄned as:

D̄1 = − lim
z→−cd−

λg1
fw1

∂Pc1

∂Sw

, D̄2 = − lim
z→−cd+

λg2
fw2

∂Pc2

∂Sw

, D̄3 = D̄1. (6.59)

From (6.56) we obtain γ2 = (−2D̄1/D̄2)γ1. Substituting this relation into (6.52), we obtain

γ1 = γ3 =
3(Sw1

− Sw2
)D̄2

d2[(2 − 9c2)D̄2 + D̄1c2]
and γ2 =

−6(Sw1
− Sw2

)D̄1

d2[(2 − 9c2)D̄2 + D̄1c2]
. (6.60)

On the other hand, Ri (i = 1, 2, 3) represent the terms on the right side of the water mass

conservation equations in (6.11), where R1 = −θ1↓ (Sw1
− Sw2

), R2 = [θ2↑ + θ2↓] (Sw1
− Sw2

),

and R3 = θ3↑ (Sw2
− Sw3

). Using (6.57) and (6.58), we obtain that all mass exchange

coefficients are equal:

θ2↑ = θ2↓ = θ3↑ = θ1↓ =
6D̄1D̄2

d2[(2 − 9c2)D̄2 + 4D̄1c2]
. (6.61)

This case satisĄes Remark 6.3.2, allowing us to use the simpliĄed formula (6.43) for

estimating the single wavefront velocity.
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Remark 6.5.1. Based on the parameter values provided in Table 4, by interpolation we

Ąnd SwL
= 0.78, and using (6.61) yields θ2↑ = θ2↓ = θ3↑ = θ1↓ = 2.1277 × 104. Notice

that, the presented theory is valid for the case c < 1/2, i.e., when the fracture thickness is

at least twice thinner than the surrounding layers. Typically, it is orders of magnitude

thinner. In the present work we consider c = 0.05, which is considered in the literature

[61].

6.5.1 Numerical results

In what follows, let us verify the presented analysis simulating the two-dimensional

model (6.1) using FOam DiSplacement SImuLator (FOSSIL) [29, 30]. To solve the Ąrst and

second equation of (6.1) (which corresponds to the foam transport problem), FOSSIL uses

the conservative method KNP introduced by Kurganov et al. [62], which is an extension

of the Ąnite volume method presented by Kurgarov et al. [64]. To solve the problem

composed of the third and fourth equations in (6.1), FOSSIL uses the conservative mixed

Ąnite element method proposed by Kurganov et al. [63]. The one-dimensional model

(6.11) is solved using Reaction Convection Diffusion Equations Solver (RCD) [67]. In all

simulations, we use the parameter values from Table 4 and also Table 5 corresponding to

the symmetric case.

6.5.1.1 Two-dimensional simulations

To solve (6.1), we use the following boundary conditions in the domain Ω depicted

in Fig. 23. In x = 0, the velocity is constant for all z ∈ [0, D] (u = (u1 + u2 + u3)/3),

and the water saturation Sw is equal to the injection condition S−
w . In x = L, we consider

∂xSw = 0.

Figure 25 shows the behavior of the water saturation front at three times. Notice

that this front does not change shape, indicating that is corresponds to a traveling wave.

Figure 25 – Stable traveling water saturation profile (symmetric case), obtained through two-
dimensional numerical simulations at 6000 s (upper plot), 12000 s (middle plot), and
at 18000 s (lower plot).

To numerically verify the existence of a traveling wave solution for the two-
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dimensional model (6.1), we estimate the position of the water saturation front in

each layer. We evaluate the water saturation at three different heights. For Layer

1: Sw(x, −d(1 + 2c)/2, t). For Layer 2: Sw(x, 0, t), and for Layer 3: Sw(x, d(1 + 2c)/2, t).

At each time step, we estimate the x-position of the proĄle by calculating an average xSw

front position corresponding to Sw in the range [0.635, 0.999], see Fig. 26 and [104] for

more details.

To estimate the average velocity of the wavefront in all layers, we use Ąnite difference

vi,l =
xi,l

Sw
− xi,l−1

Sw

∆t
, (6.62)

in each time step l, where xi,l
Sw

represents the x-position of the front of the water saturation

in Layer i. In Fig. 20(a), we compare the theoretically estimated wavefront velocity v

obtained using (6.45) with the numerically evaluated moving mean velocities in each layer

v1, v2 and v3 (calculated using 40 grid points around the front position). Figure 27(b)

shows the standard deviation of the estimated velocities in each layer v1, v2, and v3

evidencing that they stabilize after approximately 2000 [s] at vi = vF = 1.671 × 10−4m/s

(i = 1, 2, 3).

(a) Layer 1 (b) Layer 2 (c) Layer 3

Figure 26 – Comparison of the water saturation profiles for the symmetric case. The dotted curves
are obtained from FOSSIL simulations for times t0 = 2500s, t1 = 3000s, t2 = 3500s,
t3 = 4000s, and t4 = 4500s. Continuous curves represent the displacement of
the water saturation profile at t0 = 2500s using the estimated velocity vF =
1.671 × 10−4m/s.

To verify that the simulation results obtained from two-dimensional numerical

simulations correspond to the traveling wave, we compare the water saturation proĄles with

the proĄle displaced using the estimated velocity vF = 1.671 × 10−4m/s (Sw0
+ vF ∆t), see

Fig. 26. Table 6 presents the L2 distance between numerically obtained water saturation

proĄles and the displaced initial proĄle Sw0
+ vF ∆t.

6.5.1.2 One-dimensional simulations

To calculate the x-position of the water saturation front at any time l, denoted as

xi,l
Sw

, we employ linear interpolation with a Ąxed value of Swi
∈ (S̄w − ϵ, S̄w + ϵ), where
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(a) Moving average of the velocities vi in Layer
i.

0 5000 10000
10

-6

10
-5

10
-4

(b) The standard deviation of each velocity
SD(vi)

Figure 27 – Comparing velocities in the symmetric case. The theoretical velocity is estimated
using Eq. (6.38).

Table 6 – Distance L2 between Sw(2500) + vF ∆t and Sw(2500 + ∆t), for vF = 1.671 × 10−4m/s.

∆t Layer 1 Layer 2 Layer 3
500 s 2.20 × 10−3 1.71 × 10−3 2.11 × 10−3

1000 s 3.52 × 10−3 1.70 × 10−3 2.31 × 10−3

1500 s 2.75 × 10−3 3.01 × 10−3 5.40 × 10−3

2000 s 4.24 × 10−3 3.00 × 10−3 2.43 × 10−3

S̄w = (S−
w + S+

w )/2, and ϵ ≈ 0.1. Then, we utilize the Ąnite-difference formula (6.62) to

compute the numerical approximation of the velocity in the one-dimensional model.

Figure 28 shows Sw and nD proĄles at three times after the wavefront stabilization.

We observe that the water saturation proĄles for each layer do not change shape over time.

Fig. 29 shows that the distance between the proĄles does not vary. The velocities vi are

estimated using Ąnite differences as in Eq. (6.62).

(a) t = 12000 s (b) t = 16000 s (c) t = 20000 s

Figure 28 – Simulations in the one-dimensional model (symmetric case) for t = 12000 s, t =
16000 s and t = 20000 s, using the parameters of Table 4.

From Eq. (6.38), the theoretical velocity is v = 1.786 × 10−4 m/s. In Fig. 30(a), we

compare the theoretically estimated wavefront velocity v obtained using (6.45) with the

numerically evaluated moving mean velocities in each layer v1, v2 and v3 (calculated using

200 grid points around the front position). Figure 30(b) shows the standard deviation of
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Figure 29 – Distance between the water saturation fronts Swi
(i = 1, 2, 3), symbolized as Dis,

for the symmetric case.

the estimated velocities in each layer v1, v2, and v3 evidencing that they stabilize after

approximately 2000 [s] at vi = vR = 1.8024 × 10−4m/s (i = 1, 2, 3).

(a) Velocities for each layer. (b) Standard deviation of velocities.

Figure 30 – Velocities simulated (symmetric case), using RCD and standard deviation of velocities,
estimated using a moving average regularization for groups of 200 data.

Notice that the numerically obtained velocity vF for the general model (as in Fig.

27) differs from the theoretical one v by 6.4%, while the difference between one-dimensional

and theoretical velocities (vR and v as in Fig. 30) is 0.9%. These variations are expected

as the theoretical velocity was estimated for the one-dimensional model.

6.6 Non-symmetric foam front in fractured porous medium

In this section, we estimate the coefficients θ1↓, θ2↑, θ2↓, and θ3↑ of the one-

dimensional model (6.11) for n = 3, which are explicitly used in the calculation of

the velocity v in equation (6.45). Similarly to the assumption in [104], we consider Sw

to be a piece-wise quadratic function of z as in (6.46). However, in this case, Sw(z) is

non-symmetric with respect to the origin; see Fig. 31. The mean water saturation in each
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layer are

Sw1
=

1
d

∫ −cd

−d(1+c)
Sw(z)dz, (6.63)

Sw2
=

1
c d

∫ 0

−c d
Sw(z)dz, (6.64)

Sw3
=

1
d

∫ d(1+c)

c d
Sw(z)dz, (6.65)

As we assume that there is no water loss at the reservoirŠs edges, Sw(z) satisĄes

the Ąrst equation in (6.48). The right equation in (6.48) is satisĄed because (0, Sw(0)) is

the critical point of the parabola inside the middle layer. The continuity of Sw(z) function

within (−d(1 + c), d(1 + c)) is guaranteed by the lateral limits (Analogous to (6.49), see

Fig. 31)

lim
z→−cd−

Sw(z) = lim
z→−cd+

Sw(z) = S1
WL

, (6.66)

lim
z→cd−

Sw(z) = lim
z→cd+

Sw(z) = S2
WL

, (6.67)

with Sw(0) = Sw0
.

Figure 31 – Schematic representation of the saturation of water Sw along the vertical cross-
section of the porous medium of three layers, where c ∈ (0, 1) is constant. The
dotted red curve is the exact representation of Sw calculated at t = 10000 s in the
two-dimensional simulations. The continuous blue curve Sw is an approximation
with respect to z. Coefficients Ri represent the total mass variation in each layer
i. The saturation value at the interface between layers 1 and 2 is S1

wL
, and, S2

wL
,

between layers 2 and 3. Swi
is the average value in each region of the domain i with

permeability ki.

Using the deĄnitions of Ri from (6.53)-(6.55) yields

R1 = 2γ1D̄1, R2 = 4γ2D̄2, and R3 = −2γ3D̄3, (6.68)
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where D̄1 and D̄2 are deĄned in (6.59), however in this case, D̄3 satisfy

D̄3 = − lim
z→cd−

λg3
fw3

∂Pc3

∂Sw

. (6.69)

We assume that the mass is conserved in the direction z (ϕ∂tSw + ∂zuw = 0); which is

equivalent to R1 + R2 + R3 = 0. From here, we obtain that

γ2 =
−D̄1γ1

2D̄2

+
D̄3γ3

2D̄2

. (6.70)

Calculating the integrals given in Eqs. (6.63), (6.64), and (6.65), we obtain:

Sw1
− Sw2

=
−2
3

γ1d
2 +

2
3

c2γ2d
2, (6.71)

Sw2
− Sw3

=
−2
3

γ2c
2d2 +

2
3

γ3d
2. (6.72)

From the system Eqs. (6.70)-(6.72) we obtain

γ2 =
3D̄1(Sw1

− Sw2
)

2d2(D̄1c2 − D̄3c2 + 2D̄2)
+

3D̄3(Sw2
− Sw3

)
2d2(D̄1c2 − D̄3c2 + 2D̄2)

. (6.73)

Using (6.73), together with the fact that

R2 = 4γ2D̄2 = θ2↑(Sw1
− Sw2

) − θ2↓(Sw2
− Sw3

), (6.74)

we obtain

θ2↑ =
6D̄1D̄2

d2(D̄1c2 − D̄3c2 + 2D̄2)
, θ2↓ =

6D̄2D̄3

d2(D̄1c2 − D̄3c2 + 2D̄2)
. (6.75)

As the mass is conserved in the vertical direction, and R1 = −θ1↓(Sw1
− Sw2

), R3 =

θ3↑(Sw2
− Sw3

), we obtain:

θ2↑ = θ1↓, and θ2↓ = θ3↑. (6.76)

Remark 6.6.1. Based on the parameter values provided in Table 4, by interpolation we

found S1
WL

= 0.8 and S2
WL

= 0.81. Using (6.75) yields θ1↓ = θ2↑ = 1.7591 × 10−4, and

θ3↑ = θ2↓ = 2.9103 × 10−4.

6.6.1 Numerical results

6.6.1.1 Two-dimensional simulations

As in the symmetric case, we solve system (6.1) numerically with the same boundary

conditions, see Fig. 32. The corresponding water saturation proĄles calculated at the

middle of each layer are shown in Fig. 33. Notice that the drainage proĄle inside the

fracture (see Fig. 26b) presents a sharper proĄle than the surrounding permeable layers.

However, in the non-symmetric case, this effect is less pronounced (see Fig. 33b).
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Figure 32 – Stable traveling water saturation profile (non-symmetric case), obtained through
two-dimensional numerical simulations at 6000 s (upper plot), 12000 s (middle plot)
and at 18000 s (lower plot).

(a) Layer 1 (b) Layer 2 (c) Layer 3

Figure 33 – Comparison of the water saturation profiles for the symmetric case. The dotted curves
are obtained from FOSSIL simulations for times t0 = 5000s, t1 = 5500s, t2 = 6000s,
t3 = 6500s, and t4 = 7000s. Continuous curves represent the displacement of
the water saturation profile at t0 = 5000s using the estimated velocity vF =
1.723 × 10−4m/s.

In Fig. 34(a), we compare the theoretically estimated wavefront velocity v obtained

using (6.45) with the numerically evaluated moving mean velocities in each layer v1, v2

and v3 (calculated using 50 grid points around the front position). Figure 34(b) shows the

standard deviation of the estimated velocities in each layer v1, v2, and v3 evidencing that

they stabilize after approximately 5000 [s] at vi = vF = 1.723 × 10−4m/s (i = 1, 2, 3).

(a) Velocities for each layer. (b) Standard deviation of velocitys

Figure 34 – Comparing velocities in the non-symmetric case. The theoretical velocity is estimated
using Eq. (6.38)
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To verify that the simulation results obtained from two-dimensional numerical

simulations correspond to the traveling wave, we compare the water saturation proĄles with

the proĄle displaced using the estimated velocity vF = 1.723 × 10−4m/s (Sw0
+ vF ∆t), see

Fig. 33. Table 7 presents the L2 distance between numerically obtained water saturation

proĄles and the displaced initial proĄle Sw0
+ vF ∆t.

Table 7 – Distance L2 between Sw(5000) + vF ∆t and Sw(5000 + ∆t) in the layer i, considering
vF = 1.723 × 10−4m/s.

∆t Layer 1 Layer 2 Layer 3
500 s 2.74 × 10−3 1.87 × 10−4 6.61 × 10−3

1000 s 4.41 × 10−3 2.41 × 10−4 9.01 × 10−3

1500 s 6.31 × 10−4 8.54 × 10−4 9.52 × 10−3

2000 s 1.01 × 10−3 2.61 × 10−3 5.13 × 10−3

6.6.1.2 One-dimensional simulations

As in Section 6.3, we solve system (6.11), see Fig. 35 for the water saturation and

foam texture proĄles. Figure 36 shows that the distance between the proĄles in Fig. 35

does not vary in time. The velocities vi are estimated using Ąnite differences as in (6.62).

(a) t = 17000 s (b) t = 18000 s (c) t = 19000 s

Figure 35 – Simulations in the one-dimensional model (non-symmetric case) for t = 17000 s,
t = 18000 s and t = 19000 s, using the parameters of Table 4.

0 5000 10000 15000
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10
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Figure 36 – Distance between the water saturation fronts Swi
(i = 1, 2, 3), symbolized as Dis,

for the non-symmetric case.
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In Fig. 37(a), we compare the theoretically estimated wavefront velocity v =

1.9063 × 10−4 m/s obtained using (6.45) with the numerically evaluated moving mean

velocities in each layer v1, v2 and v3 (calculated using 1200 grid points around the front

position). Figure 37(b) shows the standard deviation of the estimated velocities in

each layer v1, v2, and v3 evidencing that they stabilize after approximately 10000 [s] at

vi = vR = 1.8696 × 10−4m/s (i = 1, 2, 3).

(a) Velocities for each layer. (b) Standard deviation of velocities.

Figure 37 – Velocities simulated (non-symmetric case), using RCD and standard deviation of
velocities, estimated using a moving average regularization for groups of 1200 data.

Analogously to the previous case, the difference between the numerically obtained

velocity vF for the general model (as in Fig. 34) differs from the theoretical velocity v by

9.61%. On the other hand, the difference between one-dimensional simulated velocity vR

(as in Fig. 37) and v is 1.93%.

As expected from Equation (6.45), the numerical estimates indicate that the

wavefront velocity for the symmetric case is lower than in the non-symmetric case; see

Table 8. In the non-symmetric case, it is observed that the time required for the wavefront

velocity to stabilize is close to 5000 seconds, whereas in the symmetric case, it stabilizes

at around 2000 seconds. As shown in Figs. 34 and 37, the wavefront velocity in the

non-symmetric case exhibits more signiĄcant oscillations, requiring more time to stabilize

and more points to regularize.

Table 8 – Velocities for symmetric and non-symmetric case.

Symmetric Non-symmetric
Theoretical velocity v[m/s] 1.786 × 10−4 1.9063 × 10−4

One-dimensional velocity vR [m/s] 1.8024 × 10−4 1.8696 × 10−4

Two-dimensional velocity vF [m/s] 1.671 × 10−4 1.723 × 10−4

6.7 Partial conclusions

We showed that the foam presence induces the formation of the single traveling

wave front in the fractured porous medium when the fracture is modeled as a thin, highly

permeable layer surrounded by two thicker layers. To evidence our Ąndings, we explore
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two scenarios: in the Ąrst one, the permeabilities of the two outer layers are equal, while

the second, and more realistic one, involves different permeabilities. In both scenarios, the

single traveling foam wavefront is formed, avoiding the gas dominant Ćow through the

fracture and improving the sweep efficiency.

To conduct the analysis, we extended previous results showing the single traveling

wave formation in n-layered porous medium. We derived an analytical formula for the

wavefront velocity for n layers. This equation depends on the estimation of the mass

exchange between the layers. To make this estimate, we approximate the water saturation

front as a differentiable function in the z-direction using the shape of the traveling proĄle

and imposing some conditions on its geometry. We validate it by simulations for a realistic

two-dimensional model. We consider two cases where the imposed geometric conditions

are independent.

This formula provides an estimate for the front propagation velocity in a stratiĄed

medium, allowing a gas breakthrough time preview, which is a piece of key information in

many applications.
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7 ON THE VISCOUS CROSSFLOW DURING THE FOAM DISPLACE-

MENT IN TWO-LAYERED POROUS MEDIA

This chapter is a reprint of a paper submitted in 2023 [105].

We investigate an immiscible incompressible two-phase foam Ćow in an internally

homogeneous two-layered porous medium with different porosities and absolute perme-

abilities. Using the traveling wave solution, we classify the foam Ćow depending on the

absolute permeability and the porosity ratio between layers. We show that the mass

crossĆow between layers is connected to the relative position of the Ćow front in these

layers and that the porosity difference between layers impacts the mass crossĆow. For our

analysis, we extended the previous result, evidencing that the presence of foam induces

the existence of a single Ćow front in both layers.

7.1 Introduction

Foam, which is an agglomeration of gas bubbles that are separated from each other

by thin liquid Ąlms called lamellaes [14, 60], is used to mitigate issues encountered in

gas sweeping [46, 78]. Thus, foam is mainly used to reduce gas phase mobility. This

method has already been applied to remediation of contaminated aquifers [17] and soils

[14, 46, 13, 36], acid diversion during matrix stimulation [10], and hydrocarbon recovery

[95, 65, 3, 93].

Natural reservoirs typically have fractured and multilayered structures [110, 4,

9, 100, 86, 107, 83, 61]. A better understanding of multiphase Ćow in layered porous

media is required to accurately predict subsurface processes. In this work, we consider

a two-layer porous medium with different porosities and absolute permeabilities. In this

scenario, the viscous crossĆow is common to occur due to differences in the Ćuid mobility

between layers. For instance, if the displaced Ćuid presents a lower viscosity than the

displacing Ćuid, the former tends towards a less permeable layer [110, 95]. In [12, 85], the

authors performed experiments in a cylindrical annulus porous media considering foam

Ćow with different permeabilities. In all experiments, they used the ratio between layer

permeabilities signiĄcantly higher compared to the ratio between layer porosities. The

authors investigated the effects of crossĆow and identiĄed that foam displaces from the

higher permeability layer to the lower one. [34] considered a homogeneous medium in the

Ąrst one-third of the core and two layers with different permeability and equal porosity in

the last two-thirds of the core. They adopted Stochastic Population Balance model [116]

to investigate the foam impact on the recovery numerically.

One of the Ąrst works highlighting crossĆow between layers was performed by

[110]. Later, it was mathematically formalized by [108] using regular asymptotic expansion

and keeping the leading order terms, which provides the vertical equilibrium assumption,
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that is, a negligible transverse pressure gradient. The crossĆow between two layers was

addressed in [31, 32], where the impact of varying several parameters (end-points relative

permeabilities, absolute permeability, porosity) on the total recovery is investigated.

Considering two-phase Ćow with controlled injection of low salinity water, [65] presents

favorable relationships between mobility ratios for the existence of viscous crossĆow and

studies how this affects the oil recovery. In [69, 44], the authors presented analytical

solutions to the two-phase Ćow model without an active tracer in layered porous media,

representing the system as a one-dimensional model. [61] investigate the Ćow without

tracer in a two-dimensional multi-layered porous medium with fracture by applying the

limit in the fracture length. [104] estimated the mass exchange between layers in the

presence of foam and used this information to show the formation of a single Ćow front in

both layers using the traveling wave solution. The later used layers with equal porosities

and considered the evolution of foam texture described by the linear kinetic model proposed

by [8]. The present work extends [104] by considering variable porosities in different layers

and shows the formation of the single Ćow front using traveling waves.

We consider an immiscible two-phase foam Ćow in a two-layered porous medium

(internally homogenous) with different porosities and absolute permeabilities. We classify

the resulting foam Ćow depending on the ratio of the layer porosities and permeabilities

connecting the relative front position in each layer with the mass crossĆow. For this, we

use the hypotheses of vertical equilibrium (VE) used in [110, 108, 66] and adopt Linear

Kinetic Model [8] to describe the foam dynamics.

The remainder of this chapter is structured as follows. Section 7.2 presents the

mathematical model and all physical parameters. Section 7.3 presents the analytical

estimate of the relative front positions. In Section 7.4, the main numerical simulations are

presented. Section 7.5 discusses the main results, which are concluded in Section 7.8. In

Appendix 7.6, we extend the results in [104] to the case with variable porosities. Finally,

Appendix 7.7 summarizes the numerical algorithm used in our simulations.

7.2 Mathematical model

We consider a two-dimensional, two-phase (gas and water) Ćow in a porous medium.

To emphasize the viscous forces effect, we follow [108, 31] neglecting gravity and capillary

forces. As in [55, 109], we consider the water phase a surfactant solution with the

corresponding concentration signiĄcantly above critical micelle concentration (CMC). As

in [8, 116, 104], the model is composed of the water mass conservation equation (7.1),

foam texture (nD) population balance equation (7.2), Darcy law (7.3), and continuity
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equation with the incompressibility condition (7.4):

ϕ
∂Sw

∂t
+ ∇ · uw = 0; (7.1)

ϕ
∂

∂t
(Sg nD) + ∇ · (ug nD) = ϕSgΦ(Sw, nD), (7.2)

u = −kλ∇P, (7.3)

∇ · u = 0, (7.4)

where ϕ is the porosity and k is the absolute permeability; Sw and Sg are water and gas

saturations in a porous media Ąlled by both Ćuids (Sw + Sg = 1); nD is the foam texture;

uw and ug are velocities of gas and water phases; u = uw + ug is the total velocity; P is

pressure; λ is the total mobility. The foam generation and coalescence function is

Φ(Sw, nD) = Kc(nLE
D (Sw) − nD), (7.5)

where Kc is the linear kinetic parameter, and nLE
D (Sw) is the equilibrium foam texture

proposed by [8]:

nLE
D (Sw) =





tanh(A(Sw − S∗
w)), Sw > S∗

w,

0, Sw ≤ S∗
w,

(7.6)

where A is a model parameter, and S∗
w is the critical water saturation (related to the

limiting capillary pressure, see [57]).

To close the system (7.1)-(7.4), we use the standard fractional Ćow theory [9, 16].

Water and gas phases velocity are deĄned as

uw = ufw + kλgfw∇Pc, (7.7)

ug = ufg − kλwfg∇Pc, (7.8)

where the fractional Ćow functions of water and gas phases (fw and fg), water and gas

relative mobilities (λw and λg), and the total mobility (λ) are given by

fw =
λw

λw + λg

, fg =
λg

λw + λg

, λw =
krw(Sw)

µw

, λg =
kf

rg(Sw, nD)
µg

, λ = λw + λg, (7.9)

the Newtonian water relative permeability of the foamed gas is [8]

kf
rg(Sw, nD) =

krg(Sw)
18500 nD + 1

, (7.10)

the relative permeability of water is

krw(Sw) =





0, 0 ≤ Sw ≤ Swc,

k0
rw

(
Sw − Swc

1 − Swc − Sgr

nw

, Swc < Sw ≤ 1,
(7.11)
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the relative permeability of foamed gas is

krg(Sw) =





k0
rg

(
1 − Sw − Sgr

1 − Swc − Sgr

ng

, 0 ≤ Sw < 1 − Sgr,

0, 1 − Sgr ≤ Sw ≤ 1,

(7.12)

where k0
rw and k0

rg are end-point relative permeabilities of water and gas phases; nw and

ng are Corey exponents. The capillary pressure is deĄned as [71]:

Pc(Sw) = σ

√
ϕ

k

0.022 (1 − Sw − Sgr)
c

(Sw − Swc)
, (7.13)

where σ is the surface tension, Swc is the connate water saturation, Sgr is the residual

saturation of the gas and c is an exponent parameter.

As in [104, 95], we consider the two-layered porous medium of length L and each

layer depth d (see Fig. 38) with boundary conditions given by Neumann no-Ćow conditions

at z = −d, at z = +d, and at the right boundary (x = L); a prescribed constant injection

velocity uinj at the inlet (x = 0). In addition, we consider the initial condition to be

Riemann-type with injected state S−
w and initial state S+

w , as reported in Table 9. In

general, we consider the same model and geometry as in [104], except that constant

porosity (ϕ) and absolute permeability (k) can be different between layers indicated by

sub-indexes 1 and 2, see Fig. 38.

Figure 38 – Schematic representation of the two-layered communicating porous medium.

7.3 Estimating the wavefront internal structure

As shown in Appendix 7.6, the foam Ćow in two-layered porous media moves as a

single traveling wave front. To obtain the wavefront internal structure, we use the method

of characteristics (MOC) [70] to estimate the wave velocities inside each layer following a

procedure similar to [31]. The common physical conĄguration corresponds to a situation

when the reservoirŠs length is considerably larger than the height L ≫ 2d, see [108]. That

is why we follow [110, 108], and assume the hypotheses of vertical equilibrium (VE), i.e.,

neglecting the transversal variation of pressure (∂P/∂z = 0). Assuming one-dimensional
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approximation for each layer (i = 1, 2), neglecting capillary effects, and applying VE

approximation, Eqs. (7.1)-(7.4) are rewritten as:

ϕi
∂Swi

∂t
+ uxi

∂fw

∂x
= 0, (7.14)

∂uxi

∂x
= 0, (7.15)

ϕi
∂(Sgi

nDi
)

∂t
+ uxi

∂(fgnDi
)

∂x
= ϕiSgi

Φi(Swi
, nDi

), (7.16)

uxi
= −kiλi

∂P

∂x
, (7.17)

where Swi
is the representative water saturation in each layer, nDi

is the foam texture,

ui = (uxi
, uzi

)T is the velocity Ąeld, ϕi is the porosity, ki is the absolute permeability and

Φi is the source term, whereas sub-index i = 1, 2 refers to each layer.

Note that Eqs. (7.14) and (7.16) are coupled since the water fractional Ćow function

depends on water saturation and foam texture (fw = fw(Swi
, nDi

)). Substituting Eqs. (7.14)

and (7.15) into Eq. (7.16) and isolating the total derivative of nDi
, we obtain

dnDi

dt
=

∂nDi

∂t
+

uxi

ϕi

(1 − fw)
(1 − Swi

)
∂nDi

∂x
= Φi(Swi

, nDi
). (7.18)

The solution of Eq. (7.18) can be obtained through nD-characteristic curves (see [70]):

dnDi

dt
= Φi(Swi

, nDi
), (7.19)

(
dx

dt



nDi

=
uxi

ϕi

(1 − fw)
(1 − Swi

)
. (7.20)

We solve Eq. (7.19) with Φi deĄned in (7.5) for Swi
> S∗

w with initial foam texture n+
Di

:

nDi
= n+

Di
e−Kct + Kcn

+
Di

∫ t

0
tanh(A(Swi

− S∗
w))dt. (7.21)

The Ąrst term on the right side of the last expression refers to the homogenous part of the

solution of Eq. (7.19), whereas the second term refers to the non-homogenous part. When

the water saturation is below critical (Swi
< S∗

w), it follows that nLE
D (Swi

) = 0, and the

solution presents only the homogeneous part.

Notice that, along the nD-characteristic, nDi
= nDi

(Swi
) as in (7.21) yielding that

the fractional Ćow deĄned in (7.9) depends only on Swi
(fw = fw(Swi

)). Thus, Eq. (7.14)

becomes one-dimensional conservation law with Sw-characteristic curve associated with

characteristic velocity in each (not connected) layer vi = (dx/dt)Swi
given by

vi =
uxi

ϕi

∂fw

∂Swi

, i = 1, 2. (7.22)

We note that the estimated characteristic velocity in the last expression depends

on absolute permeability (through uxi
in Eq. (7.17)) and porosity. Equation (7.22) is



81

calculated along the Sw-characteristic curve, (i.e., along the curve where Sw is constant),

allowing us to compare both characteristic velocities for the same Sw (Sw1
= Sw2

) evaluating

the fraction:

v1

v2

=
K

P
, (7.23)

where we deĄne K = k1/k2 and P = ϕ1/ϕ2. Next, we show how the fraction in (7.23)

reĆects in the relative positions of the fronts inside layers and to the mass exchange.

7.4 Numerical simulation results

We simulate the foam Ćow in three cases (K < P, K = P, and K > P) using

the general model (7.1)-(7.4). Simulations use software FOSSIL (see Appendix 7.7) with

Nx = 200 horizontal cells, Nz = 40 vertical cells, and time mesh with NT = 1000 cells

until the Ąnal simulation time Tf , and parameter values from [8] (including the Riemann

problem initial data S−
w and S+

w ); the values of n−
Di

and n+
Di

are calculated using Equation

(7.6) and are reported in Table 9. The total superĄcial velocity was estimated in [104],

see Table 9. For each case, we consider different porosities and absolute permeabilities as

described in Table 10.

Table 9 – Parameter values used in numerical simulations. Source: [8, 104].

Symbol Value Parameter
Swc 0.2 [-] Connate water saturation
Sgr 0.18 [-] Residual gas saturation
µw 10−3 [Pa s] Water viscosity
µ0

g 2 · 10−5 [Pa s] Gas viscosity in the absence of foam
u 2.198 · 10−6 [m s−1] Total superĄcial velocity
nmax 8 · 1013 [m−3] Maximum foam texture
S∗

w 0.37 [-] Critical water saturation
S−

w 0.372 [-] Injected water saturation
S+

w 0.72 [-] Initial water saturation
n−

D 0.664 [-] Injected foam texture
n+

D 1 [-] Initial foam texture
Kc 200 [s−1] Foam creation/coalescence constant
A 400 [-] Foam model parameter
nw 4.5 [-] Permeability water exponent
ng 1.3 [-] Permeability gas exponent
k0

rw 0.2 [-] End-point of the water relative permeability
k0

rg 0.94 [-] End-point of the gas relative permeability
c 0.01 [-] Capillary pressure power parameter
σ 0.03 [N m−1] Gas-water interfacial tension
L 0.25 [m] Reservoir length
d 5 · 10−3[m] Depth of Layers 1 and 2
Tf 10.000 [s] Final simulation time
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Table 10 – Porosity and absolute permeability values used to perform two-dimensional simulation.
Source: [8, 104].

k1 [m2] k2 [m2] ϕ1 [-] ϕ2 [-]
Case I: K < P 2 · 10−12 10−12 0.3 0.1
Case II: K = P 2 · 10−12 10−12 0.3 0.15
Case III: K > P 2 · 10−12 10−12 0.25 0.2

7.4.1 Case I: K < P

In this case, the absolute permeability and porosity of the Ąrst layer are greater

than those of the second layer with the permeability ratio K = 2 and the porosity ratio

P = 3, see Table 10. As indicated in Eq. (7.23), the characteristic velocity in layer 1 is

lower than the same of layer 2 (v1 < v2).

The two-dimensional front proĄle obtained by simulating Eqs. (7.1)-(7.4) at times

t = 1000, 2000, 3000 [s] (from top to bottom) is shown in Fig. 39. After stabilizing, as

expected from the analysis presented in Appendix 7.6, the fronts move as a single traveling

wave. We observe that the front in layer 1 stays behind the one in layer 2 aligned with

the relation in (7.23).

Figure 39 – The water saturation profile obtained simulating Eq. (4.1)-(7.4) for Case I: K < P
for three times: t = 1000 [s] (top), t = 2000 [s] (middle), and t = 3000 [s] (bottom).

The vertical velocity Ąeld around the wavefront at t = 2000 [s] is shown in the

left panel in Fig. 40. Behind the front, we notice an increase in the velocity component

pointing from Layer 2 to Layer 1. Ahead of the front, we observe the Ćow in the opposite

direction. The right panel in Fig. 40 shows the water saturation front at t = 2000 [s],

where we schematically indicate the mass exchange between layers. We designed the

white arrows to point out the mass Ćux inversion, which happens from the high/lower

permeability layer to the lower/high permeability layer ahead/behind the front. A similar

crossĆow phenomenon was reported in [31, 65, 89] for a system without an active tracer.

Differently from what was reported in these works, the front in layer 2 is ahead of one in

layer 1, making evident the dominant effect of different porosity on the Ćow fronts in the

presence of an active tracer.
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Figure 40 – Vertical velocity field (left panel) and water saturation (right panel) around the
traveling wave front at t = 2000 [s] for Case I: K < P. White arrows indicate the
mass exchange between layers. The black dashed curve represents the approximate
front position.

7.4.2 Case II: K = P

We consider the permeability ratio of K = 2 and a porosity ratio of P = 2, see

Table 10. Equation (7.23) predicts that velocities in layers 1 and 2 (if considered isolated)

are equal, i.e., v1 = v2. The two-dimensional front proĄle evolution for three different

times (t = 1000, 2000, 3000 [s] from top to bottom) is shown in Fig. 41. As one can see,

both layers present the same front velocity.

Figure 41 – The water saturation profile obtained simulating Eq. (4.1)-(7.4) for Case II: K = P
for three times: t = 1000 [s] (top), t = 2000 [s] (middle), and t = 3000 [s] (bottom).

The vertical velocity Ąeld around the wavefront at t = 2000 [s] is shown in the

left panel in Fig. 42. As before, behind the front, we notice an increase in the velocity

component pointing from Layer 2 to Layer 1. Ahead of the front, we observe the Ćow in

the opposite direction. The right panel in Figure 42 shows the water saturation front at

t = 2000 [s], where we schematically indicate the mass exchange between layers. Similar

to the previous case, the vertical mass transfer from Layer 2 to Layer 1 is drawn with a
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white arrow behind the front and vice versa ahead of the front.

Figure 42 – Vertical velocity field (left panel) and water saturation (right panel) around the
traveling wave front at t = 2000 [s] for Case II: K = P. White arrows indicate the
mass exchange between layers. The black dashed curve represents the approximate
front position.

7.4.3 Case III: K > P

For this case, we consider permeability ratio K = 2, and porosity ratio P = 1.25,

see Table 10. Equation (7.23) suggests that the front velocity in layer 1 is lower than the

same in layer 2 (if the layers are considered isolated), i.e., v1 > v2. The two-dimensional

front behavior is observed in Fig. 43 for three times (t = 3000, 4000, 5000 [s] from top to

bottom). The stabilization time was calculated at t∗ ≈ 4000 [s] (See Fig. 52). Therefore,

in the middle and bottom panels, the front behaves like a traveling wave. We also observe

that the wavefront in the higher permeability layer is ahead of the front in the lower

permeability layer, which is consistent with the predictions given by Eq. (7.23).

Figure 43 – The water saturation profile obtained simulating Eq. (4.1)-(7.4) for Case III: K > P
for three times: t = 3000 [s] (top), t∗ = 4000 [s] (middle), and t = 5000 [s] (bottom).
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The left panel in Fig. 44 shows a zoom of the vertical velocity Ąeld around the

wavefront. Behind the front, the velocity is negative, which means a mass transfer from

the higher permeable layer to the lower and in the opposite direction ahead of the front

(depicted with white arrows). In this case, the front velocity in layer 1 is ahead of the

same in layer 2. This scenario is similar to the one reported in [104], where the porosity

ratio was equal to 1. The right panel in Fig. 44 shows the water saturation proĄle around

the front, where the white arrows represent the mass transfer, with a mass Ćux from the

higher permeable layer to the lower one behind the front and the opposite mass Ćux ahead

of the front.

Figure 44 – Vertical velocity field (left panel) and water saturation (right panel) around the
traveling wave front at t = 4000 [s] for Case III: K > P. White arrows indicate the
mass exchange between layers. The black dashed curve represents the approximate
front position.

7.5 Discussion

[31] study two-phase Ćow in a two-layered conĄguration varying porosity, absolute

permeability, and end-point relative permeabilities to investigate the inĆuence of the viscous

cross-Ćow on the recovery efficiency. The authors classify four Ćow regimes according

to the mobility ratios between layers 1 and 2. In the case of mobilities greater than 1,

the Ćuid crossĆow was identiĄed as going from layer 2 to layer 1 behind the front and

then from layer 1 to layer 2 ahead of the front. Similar studies were conducted by [65],

where the authors investigate two-phase Ćow considering varying salt concentration in the

wetting phase. They classify the different crossĆow behaviors depending on the mobility

ratios. If the ratio is greater than 1, the crossĆow was identiĄed as in [31] (from layer 2 to

layer 1 behind and from layer 1 to layer 2 ahead of the front). In both works, the front

position in layer 1 is ahead of the same in layer 2.

In the present study, we investigate the two-phase Ćow in the presence of foam

described by Linear Kinetic Model proposed by [8]. As in [31] and [65], we consider the
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mobility ratio between layers 1 and 2 greater than 1. We classify the Ćow regimes according

to the ratios between absolute permeabilities and porosities in both layers. To compare our

Ąndings with those from [31] and [65], we plot the pressure proĄles for each of these cases,

see Fig. 45. In Cases I and II, the pressure behavior aligns with those reported in [31] and

[65]; however, the saturation front positions are inverted because the porosity ratio (P) is

more inĆuential to the Ćow than the permeability ratio (K), see the schematic diagrams

in Fig. 45. In Case III, the pressure gradient directions are inverted when compared with

[31] and [65] (in our case, the pressure in layer 1 is higher than the one in layer 2 behind

the front, and the opposite ahead of the front). In this case, the front position in layer 1

is ahead of the same in layer 2. The differences in the front position and pressure gradient

direction between the current work and [31, 65] are due to the presence of foam, which

increases the viscosity of the non-wetting phase yielding to the increment of the mass

cross-Ćow. The simulations presented in [104] also correspond to this case.

Figure 45 – Schematic representation of the pressure behavior and crossflow regime of both layers
in the presence of foam. The top panels compare the total pressure in layers 1 and
2 (p1 and p2). In the bottom panels, the arrows represent the direction of mass
exchange between the layers, and the continuous curves represent the wavefront
shape.

[65] noticed that adding an active tracer could result in the single front formation in

both layers, improving the recovery factor. [104] already shown that the presence of foam

results in such single front formation. In the current study, we extended these results to the

case of varying porosities, showing the single front formation using traveling wave analysis.

It is worth noticing that few experimental studies focused on the foam displacement in

a two-layer porous medium [83, 13]. None of them reported a single front displacement.

In view of the results presented in this work, we argue that this happened because of a

huge difference in absolute permeabilities between layers (up to 70 : 1 in [83] and 67 : 1

in [13]). It would be necessary for a several-meter sample to observe such a single front

formation incompatible with the laboratory scale. Thus, to observe this phenomenon, it is

necessary to consider a smaller contrast in absolute permeabilities between both layers.

On the other hand, this is not necessarily a problem on a reservoir scale.

Although measuring the crossĆow between layers can be challenging, the present
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study shows the alternative in measuring the relative position in the Ćow front between

layers, which is possible to do using the micro CT scan used for similar studies reported

in the literature [83, 13, 55, 109].

7.6 Traveling wavefront

[104] showed that the foam displacement in two layers (different permeabilities,

same porosities) described by (4.1)-(7.4) happens as a single traveling wave front. Here,

we extend these to the case with different porosities in each layer (see Fig. 38). For this

purpose, we follow the same steps as in [104] and simplify the two-dimensional model

(7.1)-(7.4) considering each layer as a one-dimensional domain. Assuming constant pressure

gradients, the simpliĄed one-dimensional model reads:




ϕ1
∂Sw1

∂t
+

∂uw1

∂x
= −θs1

(ϕ1Sw1
− ϕ2Sw2

),

ϕ1
∂(Sg1

nD1
)

∂t
+

∂(ug1
nD1

)
∂x

= ϕ1Sg1
Φ1,

ϕ2
∂Sw2

∂t
+

∂uw2

∂x
= θs2

(ϕ1Sw1
− ϕ2Sw2

),

ϕ2
∂(Sg2

nD2
)

∂t
+

∂(ug2
nD2

)
∂x

= ϕ2Sg2
Φ2,

(7.24)

with constants ki, θsi
variables Swi

, Sgi
, nDi

, and functions Φi, uwi
, ugi

Pci
which are

deĄned for each layer i = 1, 2, with

Sw1
=
∫ +d

0

Sw(z)
d

dz, Sw2
=
∫ 0

−d

Sw(z)
d

dz. (7.25)

The initial conditions for the problem (7.24) are in the form of a step function:

(Sw1
, nD1

, Sw2
, nD2

)(x, 0) =





(S−
w1

, n−
D1

, S−
w2

, n−
D2

) , if x < 0

(S+
w1

, n+
D1

, S+
w2

, n+
D2

) , if x ≥ 0
, i = 1, 2. (7.26)

Notice that the two-dimensional simulation of the model (4.1)-(7.4), plotted in Figs. 39, 41, 43,

suggests the existence of a traveling wave front moving with a constant velocity v. To

verify this, we calculate that velocity using the simpliĄed one-dimensional model (7.24) as

follows: First, we perform a change of variable to η = x − vt and equate the two water

mass conservation in (7.24). Then, we integrate with respect to η ∈ (−∞, +∞). Finally,

isolating v yields the following expression:

v = s

(
u1θs2

+ u2θs1

ϕ1θs2
+ ϕ2θs1


, (7.27)

where s =
[
fw

]
/
[
Sw

]
is the Rankine-Hugoniot jump condition, and ui = uwi

+ ugi
with

i = 1, 2 and θs1
and θs2

are the coefficients describing the mass exchange between layers.
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To estimate these coefficients, we follow [114, 26] and consider that mass is conserved

in the vertical direction z, with the mass Ćux due to diffusion. DeĄning the total

mass variation in each layer by R1 (Layer 1) and R2 (Layer 2), the conservation of

mass translates as R1 = −R2. In the system of equations (7.24), this indicates that

R1 = −θs1
(ϕ1Sw1

− ϕ2Sw2
) and R2 = θs2

(ϕ1Sw1
− ϕ2Sw2

). On the other hand, from the

mass variation formula, we have:

R1 =
D̄1

d

∂Sw

∂z

∣∣∣∣∣
z→0−

, R2 = −
D̄2

d

∂Sw

∂z

∣∣∣∣∣
z→0+

, (7.28)

where D̄1 and D̄2 are positive constants given by

D̄1 = − lim
z→0−

k1λg1
fw1

∂Pc1

∂Sw

, D̄2 = − lim
z→0+

k2λg2
fw2

∂Pc2

∂Sw

. (7.29)

To estimate R1 and R2 in (7.28) we assume that Sw is a piecewise quadratic function

dependent on z (see Fig. 46), which can be written as:

Sw(z) =





a1z
2 + b1z + c1 , if z < 0,

a2z
2 + b2z + c2 , if z ≥ 0.

(7.30)

Coefficients ai, bi, and ci can be estimated assuming continuity of Sw(z) at z = 0, and

no mass loss at the boundaries (dzSw(±d) = 0). For a more detailed discussion on this

approximation, see [104]. Substituting (7.30) into (7.28) allows us to calculate the mass

exchange coefficients:

θs1
=

−3D̄2D̄1

d2
(
ϕ1D̄2 + ϕ2D̄1

) , θs2
=

3D̄2D̄1

d2
(
ϕ1D̄2 + ϕ2D̄1

) . (7.31)

Figure 46 – Average cross-section water saturation profile inside the wavefront obtained from
the two-dimensional simulation of Eqs. (4.1)-(7.4) at t = 5000 [s], to guarantee that
the three fronts are stabilized for Case I (left panel), Case II (middle panel), Case
III (right panel). Grey rectangles represent Layer 2 (on the left) and Layer 1 (on
the right).

The values of the mass exchange coefficients θsi
with i = 1, 2 and the theoretical

velocity vT calculated from (7.27) for the three cases (K < P, K = P, and K > P) are

provided in Table 11. In what follows, we simulate the two-dimensional model (7.1)-(7.4)

using FOSSIL (see Appendix 7.7) for these three cases.
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Table 11 – Porosity, exchange mass coefficients and theoretical velocity with k2 = 1 × 10−12 and
k1 = 2k2.

ϕ1 [-] ϕ2 [-] θsi
[-] (θs1

= −θs2
) Theoretical velocity vT [m/s]

Case I 0.3 0.1 1.68 × 10−3 2.31 × 10−5

Case II 0.3 0.15 1.52 × 10−3 2.04 × 10−5

Case III 0.25 0.2 2.55 × 10−3 2.02 × 10−5

7.6.1 Case I: K < P

First, we simulate the two-dimensional model (4.1)-(7.4) using FOSSIL (see Ap-

pendix 7.7) obtaining the water saturation proĄle shown in Fig. 39. To obtain the water

saturation front position, we consider the water saturation in each layer at z = ±d/2:

Sw1
(x, +d/2, t) and Sw2

(x, −d/2, t); see the left panel in Fig. 47 for time t = 2000 [s]. For

each time, we estimate the x-position of the proĄle by calculating an average xSw
front

position corresponding to Sw in the interval [0.38, 0.41]. The right panel in Fig. 47 shows

the front position evolution for both layers until time t = 2000 [s], where it can be observed

that the wavefront in layer 2 stays ahead of the wavefront of layer 1.

Figure 47 – Case I: K < P. The water saturation profile of each layer for a time 2000 [s] (left),
and the horizontal position of the water saturation front (right).

Using the front position inside each layer, we calculate each front velocity as

v(t) = (xSw
(t + δt) − xSw

(t))/δt. To control numerical oscillations, we regularize the

velocity by using the mobile average as in [104]. The resulting velocities in each layer are

shown in the left panel in Fig. 48. To better estimate the time (t∗ ≈ 2000 [s]) simulation

takes to stabilize, we analyze the standard deviation in velocity values for each layer as

plotted in the right panel in Fig. 48.

7.6.2 Case II: K = P

As in the previous case, we simulate the two-dimensional model (7.1)-(7.4) using

FOSSIL (see Appendix 7.7) obtaining the water saturation proĄle shown in Fig. 41. As in

Case I, the water saturation front position is plotted in the left panel in Fig. 49 for time

t = 2000 [s]. The right panel in Fig. 49 shows the front position evolution for both layers

until time t = 2000 [s], where it can be observed that both wavefronts move together.



90

Figure 48 – Case I: K < P. Numerical estimation of the velocities v1 and v2 of the water
saturation fronts in each layer (left). The black straight line represents the theoretical
velocity vT calculated using Eq. (7.27). The standard deviation of the velocities in
each layer (right). The estimated time when these curves stabilize is t∗.

Figure 49 – Case II: K = P. The saturation profile of each layer for a time 2000 [s] (left), and
the horizontal position of water saturation front (right).

The regularized velocities in each layer are shown in the left panel in Fig. 50. To

better estimate the time (t∗ ≈ 2000 [s]) simulation takes to stabilize, we analyze the

standard deviation in velocity values for each layer as plotted in the right panel in Fig. 50.

Figure 50 – Case II: K = P. Numerical estimation of the velocities v1 and v2 of the water
saturation fronts in each layer (left). The black straight line represents the theoretical
velocity vT calculated using Eq. (7.27). The standard deviation of each of the
velocities (right). The time when these curves stabilize is t∗.
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7.6.3 Case III: K > P

As in the previous cases, we simulate the two-dimensional model (7.1)-(7.4) using

FOSSIL (see Appendix 7.7) obtaining the water saturation proĄle shown in Fig. 43. The

water saturation front position is plotted in the left panel in Fig. 51 for time t = 4000 [s].

The right panel in Fig. 51 shows the front position evolution for both layers until time

t = 4000 [s], where it can be observed that the wavefront in layer 1 stays ahead of the

wavefront of layer 2.

Figure 51 – Case III: K > P. The saturation profile of each layer for a time 4000 [s] (left), and
horizontal position of water saturation front (right).

The regularized velocities in each layer are shown in the left panel in Fig. 52. To

better estimate the time (t∗ ≈ 2000 [s]) simulation takes to stabilize, we analyze the

standard deviation in velocity values for each layer as plotted in the right panel in Fig. 52.

Figure 52 – Case III K > P. Numerical estimation of the velocities v1 and v2 of the water
saturation fronts in each layer (left). The black straight line represents the theoretical
velocity vT calculated using Eq. (7.27). The standard deviation of each of the
velocities (right). The time when these curves stabilize is t∗.

7.7 Foam Ćow simulator

The system of Eqs. (7.1)-(7.4) is solved using Foam Displacement Simulator (FOS-

SIL) presented by [29, 30]. This numerical solver employs the KNP conservative method

to solve water mass conservation Eq. (7.1) and foam transport Eq. (7.2), see [62, 64].



92

Eqs. (7.3) and (7.4) are solved using the conservative Ąnite element method proposed by

[92].

We conĄgure FOSSIL with the two communicating layer geometry, following Fig. 38.

We discretize the interval (−d, d) in the z-direction in Nz number of cells separated by a

step size of ∆z and the interval (0, L) in the x-direction with Nx number of cells separated

by a step size of ∆x. We discretize the time domain with NT . The coordinates of each

z-point are zj = (j − 1)∆z − d with j = 1, 2, . . . , Nz + 1, and x-points are located at

xm = (m − 1)∆x with m = 1, 2, . . . , Nx + 1. To avoid a mesh partition located in the

boundary between two layers (see the traced line in Fig. 53), we adopt an even number

Nz; thus, a partition located in the thin layer in z-direction takes half one layer and half

of another one. It should be noticed that a z-partition situated above the thin traced line

layer is taken petrophysical properties k1, ϕ1 and that situated below is taken k2, ϕ2.

Figure 53 depicts a schematic numerical domain discretization used to conĄgure

FOSSIL.

Figure 53 – Schematic discretization of the numerical domain used to configure the numerical
foam flow simulator FOSSIL.

7.8 Partial conclusions

Using the traveling wave solution, we classify the Ćow in a two-layer porous medium

in the presence of foam depending on the absolute permeability ratio between layers (K)

and the porosity ratio between layers (P). For case I (K < P), the front position in layer

2 is ahead of the same in layer 1. In this case, ahead of the front, the mass Ćow direction

is from the high permeability layer to the lower permeability layer and behind the front in

the opposite direction. In case II (K = P), fronts in both layers displace together, and the

mass cross Ćow between layers follows the same rule as in Case I with lower transfer rates.

In case III (K > P), the front position in layer 1 is ahead of the same in layer 2. In this

case, ahead of the front, the mass Ćow direction is from the lower permeability layer to

the high permeability layer and behind the front in the opposite direction. We conclude

that the porosity difference between layers impacts the mass cross-Ćow.
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In the previous work, [104] observed that the foam presence results in a single Ćow

front in both layers with different permeabilities and the same porosities. In the present

study, we extended this result to the case of varying porosities.
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8 CONCLUSIONS

In this thesis work, we study the behavior of foam injection in stratiĄed porous

media; At this time, an article has been published at a conference, one article in an

international journal, and two more articles have been submitted.

In Chapter 4, we consider incompressibility and immiscibility of Ćuids, and layers

with different permeabilities and equal porosities. The study numerically demonstrates

that in a porous medium with two layers of different permeabilities, foam forms a single

displacement wave with a velocity corresponding to the weighted average of front velocities

in each layer, as if these layers were considered isolated. A simpliĄed one-dimensional model

was developed, veriĄed, and validated through numerical simulations. An analytical formula

for estimating mass exchange between layers was proposed, along with an estimation of

the time required for wavefront stabilization, conĄrming its validity in one-dimensional

and two-dimensional models. These Ąndings suggest that foams can effectively control gas

mobility in multilayer porous media.

In Chapter 5, we examined foam displacement in three-layer stratiĄed porous

media with a bubble population model. Using a two-dimensional in-house numerical

simulator, we found that the water saturation proĄle forms a stable traveling wave solution.

When a highly permeable middle layer approaches fracture, our results suggest that

foam displacement in porous media with fractures exhibits behavior similar to that in

homogeneous conditions.

In Chapter 6, we demonstrated that the foam presence induces the formation of a

single traveling wavefront in a fractured porous medium, where the fracture is modeled as

a thin, highly permeable layer surrounded by two thicker layers. To support our Ąndings,

we explored two scenarios: in the Ąrst, the permeabilities of the two outer layers are equal,

while the second, more realistic scenario involves different permeabilities. In both scenarios,

a single traveling foam wavefront is formed, avoiding the dominant gas Ćow through the

fracture and improving sweep efficiency. To conduct the analysis, we extended previous

results that showed the formation of a single traveling wave in a two-layer porous medium

to that of an n-layer porous medium. We derived an analytical formula for the wavefront

velocity for n layers and validated it through simulations in a realistic two-dimensional

model. This formula provides an estimate of the front propagation velocity in a stratiĄed

medium, allowing a preview of gas breakthrough time, which is crucial information in

many applications. Notice that, in the absence of foam, it is not possible to observe the

formation of such a traveling wave on the laboratory scale due to large Ćow velocities.

In Chapter 7, using the traveling wave solution, we classify Ćow in a two-layer

porous medium in the presence of foam based on the absolute permeability ratio between

layers (K) and the porosity ratio between layers (P). In Case I (K < P), the front in layer



95

2 advances ahead of layer 1, with mass Ćow from high permeability to low permeability

in front of the front and in the opposite direction behind it. In Case II (K = P), both

fronts progress together, with mass crossĆow following a similar rule to Case I but at lower

transfer rates. In Case III (K > P), the front in layer 1 is ahead of layer 2, with mass

Ćow from low permeability to high permeability in front of the front and in the opposite

direction behind it. We conclude that the difference in porosity between layers impacts

mass crossĆow. In previous studies, it was observed that the presence of foam results in a

single Ćow front in both layers with different permeabilities and the same porosities. In

this study, we extended this result to the case of varying porosities.

In general, the results obtained in this thesis provide simple analytical estimates

for foam Ćow in a multi-layered porous medium. They can be used as a starting point for

further investigations including sensitivity analysis and uncertainty quantiĄcation.

Finally, it is important to note that the major limitation of our analysis is the

assumption that mass exchange between layers is only due to viscous crossĆow.

8.1 Academic contributions

During the development of the present thesis, different academic contributions were

realized.

. Articles published in conference proceedings, [102].

– A. J. Castrillón Vasquez and G. Chapiro. Wavefront velocity for foam Ćow

in three-layer porous media. Proceedings of the XLIII Ibero-Latin-American

Congress on Computational Methods in Engineering CILAMCE, ABMEC Foz

do Iguaçu, Brazil, November 21-25, 2022.

. Complete articles published in journals, [104].

– A. J. Castrillon Vasquez, L. F. Lozano, W. Pereira, J. B. Cedro, and G. Chapiro.

The traveling wavefront for foam Ćow in two-layer porous media. COMG, 2022.

. Submitted articles in journals, [103, 105].

– A. J. Castrillon Vasquez, L. F. Lozano, and G. Chapiro. The traveling foam

wavefront in fractured porous medium. Submitted, 2023.

– A. J. Castrillon Vasquez, P. Z. S. Paz, and G. Chapiro. On the viscous crossĆow

during the foam displacement in two-layered porous media. Submitted, 2023.

. Presentations:
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– ŞWavefront velocity for foam Ćow in three-layer porous mediaŤ. November 21-25,

2022. Presented by A. J. Castrillón Vásquez. XLIII Ibero-Latin-American

Congress on Computational Methods in Engineering CILAMCE, ABMEC Foz

do Iguaçu, Brazil.
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APPENDIX A - Effect of permeabilities on the nose size

Figure 54, shows two simulations in FOSSIL using a three-layer domain as Fig 16,

considering permeabilities k1 = k3 and varying k2. The upper Ągure shows k1/k2 = 10 and

the lower Ągure shows k1/k2 = 20. We observe that the x-position of the water saturation

front increases proportionally to the contrast of permeabilities.

When performing numerical or laboratory experiments, one of the circumstances

that most hinders the rapid obtaining of results is the knowledge of the appropriate length

of the domain (x = L). This is especially important when studying the existence of

traveling waves in a domain of the type Fig. 16; since the stable behavior of the wave often

occurs beyond the maximum value of L. By determining this result, we can determine the

value of L based on the contrast of porosities between the layers, as can see in Fig 55.

Figure 54 – Nose size (Ns tip of water saturation front) in the most permeable layer, depending
on the ratio of permeabilities of each layer.
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Figure 55 – Nose size NS (tip of water saturation front) in the most permeable layer, depending
on the ratio of permeabilities of each layer.
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