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RESUMO

Grades de longo periodo em fibra (LPGs) sao dispositivos versateis e fabricados
dentro de fibras 6pticas, e um dos seus usos é a fabricacdo de sensores Opticos. Tais
sensores tém ganhado atencao significativa nos ultimos anos devido as suas capacidades
unicas de deteccao e facilidade de fabricagdo. No entanto, sua adocao generalizada tem
sido dificultada pela complexidade e custo dos métodos tradicionais de interpretagao
(interrogacao) dos seus dados, que muitas vezes dependem de equipamentos volumosos
e caros. Nesta tese, uma nova abordagem para a interrogacao de LPGs é apresentada.
Ela usa um banco de filtros 6pticos esparsos e algoritmos de aprendizado de maquina
para alcancar medigoes econdmicas e confidveis. A abordagem proposta é investigada
através de trés métodos distintos, cada um construido sobre o anterior, culminando em
uma rede neural totalmente conectada baseada em autoatencao. Essa abordagem permite
o uso de FBGs com posigoes arbitrarias em uma configuragdo multissensor, melhorando a
relagao custo-beneficio do sistema e incorporando recursos de detec¢ao multiponto. Os
resultados demonstram a eficdcia da abordagem proposta, mostrando sua alta precisao,
robustez ao ruido e capacidade de generalizagao para uma ampla gama de sensores LPG
e configuragoes de sensores FBG. Foi possivel obter resolu¢des na ordem de nanometros
com a abordagem proposta. Com o uso de sistemas fuzzy e FBGs estaticas, foi possivel
estimar a posicao do sensor LPG com incerteza de 0.481 nm com baixa sensibilidade ao
ruido com relacao sinal-ruido de 20 a 12 dB, sem impacto na resolucao do sistema. Em
topologias mais complexas, em que as FBGs atuam como sensores, a incerteza foi de
0.687 nm usando um modelo de auto-atencao treinado com dados sintéticos. O uso de
dados sintéticos para treinamento supera as limitagoes de aquisicao de grandes conjuntos
de dados, permitindo o desenvolvimento de modelos mais robustos e complexos. Para
avaliar a efetividade da técnica proposta, um sensor de indice de refragao foi construido e
interrogado pelo sistema proposto com erro menor que 0.2%. Esta tese deve contribuir
significativamente para o campo da interrogacao de sensores LPG, oferecendo uma solugao
promissora para varias aplicac¢oes, principalmente no monitoramento de satide estrutural,
sensoriamento ambiental e controle de processos industriais. A abordagem proposta abre
caminho para avancos adicionais na tecnologia de sensoriamento LPG e sua ampla adocao

em campo.

Palavras-chave: sensores a fibra optica; demodulagao de comprimento de onda; aprendizado

de maquinas; sensoriamento quasi-distribuido.



ABSTRACT

Long-period fiber gratings (LPGs) are versatile optical fiber devices, and one of their
uses is the manufacture of optical sensors. These sensors have gained significant attention in
recent years due to their unique detection capabilities and ease of manufacturing. However,
their widespread adoption has been hindered by the complexity and cost of traditional
interrogation methods, which often rely on bulky and expensive equipment. This thesis
presents a novel approach to LPG interrogation that leverages a sparse optical filter bank
and machine learning algorithms to achieve cost-effective and reliable measurements. The
proposed approach is investigated through three distinct methods, each building upon the
previous one, culminating in a fully connected neural network based on self-attention. This
approach enables the use of FBGs with arbitrary positions in a multi-sensor configuration,
enhancing system cost-effectiveness by sensor multiplexing and incorporating multi-point
sensing capabilities. The results demonstrate the effectiveness of the proposed approach
by demonstrating its high accuracy, robustness to noise, and ability to generalize to a wide
range of LPG sensors and FBG array configurations. The use of synthetic data for training
overcomes the limitations of acquiring large datasets, allowing for the development of
more robust and complex models. To assess the effectiveness of the proposed technique, a
refractive index sensor was built and interrogated by the proposed system with an error
less than 0.2%. This thesis should contribute significantly to the field of LPG sensor
interrogation, offering a promising solution for various applications, mainly in structural
health monitoring, environmental sensing, and industrial process control. The proposed
approach paves the way for further advances in LPG sensing technology and its widespread
adoption in the field.

Keywords: optical fiber sensors; wavelength demodulation; machine learning; quasi-

distributed sensing.
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1 INTRODUCTION

This thesis presents a study on the use of machine learning to estimate the spectral
position of a long-period fiber grating sensor using a set of sparse optical filters. The
long-period fiber grating sensor is a promising technology in the field of optical fiber
sensing due to its ease of manufacturing, sensitivity, and flexible application. However
current signal demodulation techniques for these devices lack practical and cost-effective
approaches. The following sections of this chapter, respectively, presents the research
problem, this document outline, and the papers published during the doctorate period at

the Programa de Pods-graduagao em Engenharia Elétrica.

1.1 THE RESEARCH PROBLEM

Optical fiber sensors have emerged as a versatile and powerful technology, offering
numerous advantages over traditional sensing methods. Some advantages are immunity to
electromagnetic interference, resilience in harsh environments, and the ability to transmit
signals over long distances with low loss [1]. This technology has experienced significant
growth due to its ability to measure a wide range of parameters, with applications in
diverse fields such as structural health monitoring [2—4], environmental sensing [5, 6],

various industrial process control applications [7-9], and biomedicine [10-12].

Among the various types of optical fiber sensors, particularly point sensors,
diffraction-based sensors such as Fiber Bragg Gratings (FBGs) and Long Period Fiber
Gratings (LPGs) have attracted significant attention due to their simplicity, compactness,
and ease of implementation [13]. While FBGs have been extensively researched and have
made significant strides toward industrial application, LPGs have gained prominence in
recent years due to their unique sensing capabilities, high sensitivity, simple manufacturing,
and ability to measure a wide range of physical parameters, including temperature, strain,

and refractive index [14, 15], but still mainly limited to research-level solutions and lab-use.

The intrinsic refractive index sensitivity of LPGs is crucial for enabling a wide range
of indirect measurements and is a desirable attribute for their use in sensing applications.
Indeed, this sensitivity has been leveraged in LPG sensors for food quality monitoring
[16, 17], label-free biochemical detection [10, 18], and environmental wear assessment of
structures [19, 20]. Although such sensitivity might introduce cross-sensitivity errors, the
a multi-parameter or multi-sensor system solves such errors. Additionally, the complex
spectral nature of LPGs presents sufficient information to enable single-device multi-
parameter sensing that could provide self-compensation and multi-dimensional sensing
[21-24].

Besides these advantages related to the instrumentation and measurement aspects

of LPG technology, there is a crucial practical advantage: LPGs are relatively easy and
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inexpensive to manufacture compared to FBGs. Direct-write techniques, such as arc-
discharge [25-27], laser irradiation [28-30], and laser scanning [31, 32], can be readily
employed to fabricate high-quality devices. Dynamic LPGs have also been reported using
mechanical deformations [33, 34]. These factors contribute to the growing promise of LPG

technology as a versatile and cost-effective sensing platform.

However, LPGs have not experienced the leap that FBGs have in the recent past.
The FBG sensing technology holds far more use cases outside a research lab. The technology
has matured enough, so one can find several industrial grade FBG sensing systems readily
available. For LPGs the main problem lies in the optical signal interpretation and overall
cost-effectiveness. The LPG spectrum makes the acquisition system complex and often
limited to a single sensor. For FBGs, on the other hand, the signal is easily interpretable
and a multi-point system is easily accomplished. A compact optical spectrum analyzer,
optimized for FBG interrogation, can efficiently interrogate up to tens of FBG sensors
in parallel through wavelength multiplexing. In contrast, LPGs, due to their spectral
complexity, typically require individual interrogation, limiting the number of sensors that
can be monitored simultaneously. This fundamental difference leads to a significantly

lower cost per sensor for FBG-based systems..

In this work, a novel machine learning methodology is presented as a promising
solution to help the LPG technology shift towards broader in-field applications. The
solution is to use several FBGs as filters to extract power spectral features of the LPG
sensor and estimate the LPG resonant wavelength, the most important LPG feature for
sensing. Furthermore, given the sensing capability of FBGs, this work culminates in a
multi-sensor scheme whereas the filters also act as sensing elements, further improving the

cost-effectiveness of the system by sensor multiplexing.

1.2 OUTLINE OF THE THESIS

The thesis comprises seven chapters, with the current chapter serving as an in-
troduction to the research topic and the overall structure of the work. The subsequent
chapters are designed to be self-contained, allowing readers to focus on specific aspects of

interest without relying heavily on other chapters.

Chapter 2 provides an overview of the LPG interrogation problem, presenting
a general outline of LPG technology and the current state-of-the-art in interrogation
techniques. The chapter begins with a brief theoretical foundation on fiber grating devices
and their use as sensors. It then discusses common techniques for LPG interrogation, as

well as the latest research developments in this area.

Chapters 3, 4, 5, and 6 explore the application of machine learning to LPG
interrogation. Each chapter is derived from a paper published by the author and details
the methodology and results of the given application.
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Chapter 3 presents the use of a static FBG array to estimate the resonant wavelength
of LPGs using a neural network. Chapter 4 refines this implementation by updating the
preprocessing methodology and employing a fuzzy inference system for estimation. Chapter
5 proposes the utilization of the Monte Carlo method to address uncertainty propagation

through the previously reported models.

Chapter 6 introduces the use of non-static FBGs, forming a comprehensive multi-
sensor network. To develop this system, a more complex model was needed and a novel
training perspective is proposed, using synthetic LPG spectra to train such model. The
model incorporated self-attention and embedded uncertainty estimation using layers. This
approach holds significant promise for LPG sensors, as it leverages field-proven, commer-
cially available devices to interrogate both LPG and FBG sensors, thereby establishing a

complex and robust multi-point, and multi-parameter, sensing network.

Finally, in Chapter 7 the conclusion of this thesis are presented.

1.3 PUBLISHED PAPERS

In this section the papers published in peer-reviewed journals during the PhD
research is presented. The papers were separated into those regarding the LPG interrogation

problem and those regarding other aspects of the optical fiber sensing.

1.3.1 LPG interrogation

Below a list of the papers published in the field of LPG interrogation, note that

the older research paper was the motivation for this PhD research.

« BARINO, F. O.; D. SANTOS, A. B.; DOS SANTOS, A. B. LPG interrogator
based on FBG array and artificial neural network. IEEE Sensors Journal, v. 20, p.
14187-14194, 12 2020

« SAMPAIO, G.; BARINO, F. O.; DOS SANTOS, A. B. Long-period fiber grating
sensor interrogation with single strain modulated FBG and harmonic analysis. Optical
Fiber Technology, v. 71, p. 102940, 7 2022

« BARINO, F. O.; AGUIAR, E. P. D.; HON6RIO, L. D. M.; SILVA, V. N. H.; L6PEZ-
BARBERO, A. P.; SANTOS, A. B. D. A fuzzy approach to LPFG-based optical
sensor processing and interrogation. IEEFE Transactions on Instrumentation and
Measurement, v. 71, 2022

« BARINO, F. O.; DOS SANTOS, A. B. Addressing uncertainty on machine learning
models for long-period fiber grating signal conditioning using monte carlo method.

IEEFE Transactions on Instrumentation and Measurement, v. 73, p. 1-9, 2024
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1.3.2 Other research on optical fiber sensing

Some contributions were regarding applications of optical fiber sensors, mostly

LPGs.

« BARINO, F. O.; FARACO-FILHO, R. L.; CAMPOS, D.; DOS SANTOS, A. B.
3d-printed force sensitive structure using embedded long-period fiber grating. Optics
& Laser Technology, v. 148, p. 107697, 4 2022

« FILHO,R.L.F.;BARINO, F. O.; CALDERANO, J.; ITALO FERNANDO VALLE AL-
VARENGA; CAMPOS, D.; DOS SANTOS, A. B. In-fiber mach-zehnder interferom-
eter as a promising tool for optical nose and odor prediction during the fermentation
process. Optics Letters, v. 48, p. 3905, 8 2023

« FARACO-FILHO, R.; CASTRO, J. V. D.; BARINO, F. O.; CAMPOS, D. E.; SAN-
TOS, A. B. D. Monitoring and characterization technology for coffee fermentation
aromas: A data-driven approach. IEEE Sensors Journal, v. 24, p. 8371-8378, 3 2024

o FILHO, R. L. F.; DE CASTRO, J. V.; BARINO, F. O.; CAMPOS, D.; DOS SANTOS,
A. B. Enhanced aroma prediction in coffee fermentation through optical fiber sensor
data fusion. Sensors and Actuators A: Physical, v. 369, p. 115223, 4 2024

« FARACO, R. L.; BARINO, F.; CAMPOS, D.; SAMPAIO, G.; HON6RIO, L.; MAR-
CATO, A.; DOS SANTOS, A. B.; DOS SANTOS, C. C.; HAMAJIL, F. Hydroelectric
plant safety: Real-time monitoring utilizing fiber-optic sensors. Sensors 2024, Vol.

24, Page 4601, v. 24, p. 4601, 7 2024
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2 THE LPG INTERROGATION PROBLEM

This chapter introduces the research problem addressed in this work. It describes
the technology of the optical fiber grating sensors, the state-of-the-art LPG interrogation,

and the use of sparse filter coupled to machine learning for LPG interrogation.

2.1 FIBER GRATING SENSORS

This work focuses on optical fiber sensors based on diffraction gratings. A fiber
diffraction grating is formed by a modification in the properties of an optical fiber, typically
periodic and affecting the refractive index of its core [43]. However, it can also involve
changes in its geometry, such as wavegu ide tapering [44—46]. To perform such periodic
alteration on the waveguide and thus to inscribe the fiber grating several techniques were
described. Typical methodologies are the phase-mask UV radiation [47], femtosecond
laser radiation [48, 49], CO2 laser radiation [50, 51], arc-induced [27, 52], and mechanical
deformation [53-55].

This periodic waveguide modification, also known as modulation, causes a partial
exchange of energy between propagating modes, a phenomenon described by mode coupling
theory [43]. This exchange occurs when a phase-matching condition between such modes
is met. Let 8; and [, be the propagation constants of the modes and A the grating
modulation period. The phase-matching condition for the m-th diffraction order occurs at

a wavelength A following the condition [56]:

21

fa = B1 — mx (2-1)

Note that the phase-matching condition described in (2.1) depends on the grating
modulation period. Therefore, it is natural to classify diffraction gratings based on their
period, leading to two main subdivisions: Fiber Bragg Gratings (FBGs) for short-period
gratings and Long Period Fiber Gratings (LPGs) for long-period gratings. The first
has typical period of the sub-micrometer scale while the latter period is on the order of

hundreds of micrometers.

Bragg gratings couple light between the fundamental core mode and a counter-
propagating core mode. This coupling occurs at the phase-matching condition, causing
the FBG to act as a selective mirror. As a result, the light transmitted by an FBG
“loses” a specific color, and the reflected light is, ideally, monochromatic. However,
coupling efficiency is not perfect, and a narrow notch-filter-like characteristic is observed
in transmission with an equivalent passband in reflection, as illustrated in Figure 1. Let
b1 = PBor and Py = —[fp1, so the fundamental linearly polarized mode is coupled to its

counter-propagating part. The propagation constant is related to the light’s wavelength
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Figure 1 — Schematic of the light-FBG interaction.

FBG P

Wavelength

Wavelength

Wavelength

Source: Adapted from [57].

(A) and mode’s effective index (n.s¢) through 5 = (27 /A)n.ss. Hence, applying 81 and fs
to (2.1), one can calculate the wavelength which FBG reflects light (Apraeq) by:

)\bragg = 2neffA (22)

For a single mode optical fiber with 8.2/125 pum core/cladding diameter and
1.45213/1.44692 core/cladding RI, the FBG period to couple those modes at 1550 nm is
534 nm. An FBG can be used as strain and temperature sensor due to Apqg4 sensitivity to
these parameters, causing the reflection center to shift. This sensitivity arises from changes
in both n.;; and A. The former is influenced by elasto-optic and thermo-optic effects,
while the latter is affected by fiber elongation and thermal expansion. The temperature
and strain sensitivities can be expressed by O\es/0T and O\,.s/0¢c [58]:

8)\bra
Z o = g (1+6) (23)
8)\bra
ng = Abragg - (1+ pa) (2.4)

where ¢ is the optical fiber’s thermo-optic coefficient and p,, is the fiber’s photo-elastic
coefficient. The typical value for OA,es/0T is ~13 pm/°C and for O\,.s/0c is ~1.2 pm/pue
[59].

Conversely, LPGs couple light from the LPy; to a higher order cladding mode,

LP.. Since each cladding mode has a distinct propagation constant, the phase-matching
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condition occurs multiple (m) times. Let (,, be the m-th order cladding mode propagation

constant, the resonant wavelength for the m-th order coupling is given by:

Ares = (neff,co - nZ}f,clad) A (2.5)

Considering the same optical fiber as above, a period of 571 um is needed so that
the fourth cladding mode is coupled at 1550 nm. So, the grating period for LPGs are
roughly a thousand times bigger than the FBG counter part. Note, however, that this
depends on the cladding order and the period for coupling to the sixth cladding mode at
1550 nm is 436 pm.

The mode coupled to the cladding undergoes severe attenuation, hence the resonance
dip of LPGs. Indeed, light scatters at the cladding-surrounding interface and the light
coupled to the cladding is lost. This effect causes the notch-like features in the LPG
transmission spectra, as shown in Figure 2. This evanescent field is also responsible for
the LPG’s sensitivity to the surrounding refractive index (SRI). Note that the n{}; ;.4
depends on the core, cladding and external refractive index. The temperature, strain, and
SRI sensitivities can be expressed by O\es/IT, OMres/0e, and ONes /0Ny [15]:

a)\res
oT - /\Tes * Yres * (O./ + Ftemp) (26)
O\
= = )\res * Vres * 1 Fs rain 2.7
2 e (14 D) 27)
8)\1"@5
= )\res *Vres * Fsur 2.8
o gl (2.8)

where « is the optical fiber’s thermal expansion coefficient and 7,4 is the material dispersion

coefficient ate the coupled wavelength. I'yenp, I'strain, and I'gy,, on the other hand, describe

Figure 2 — Schematic of the light-LPG interaction.
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the dispersion regarding temperature, strain, and SRI, respectively. The numerical values
for these sensitivities vary greatly regarding the mode order, for a fourth order mode
operating at 1492.4 nm on a 550 pum device the typical values for O\,.s/OT, OAres/Oe,
and O\yes/Ong,, are, respectively, -0.369 p/°C, 0.57 pm/ue, and -19 nm/RIU [15]. Recent
works present superb sensitivity using special LPG design strategies, such as devices near
the phase-matching turning point, an example is the 525 pm/pue strain sensor reported in
[60] and 5602 nm/RIU SRI sensor reported in [61], illustrating how far the sensitivity of
LPGs can be enhanced.

As discussed in the introductory chapter of this thesis, FBG sensing systems are
readily available, and FBG sensors for temperature and strain can be easily purchased.
Therefore, one advantage of LPGs lies in their SRI sensitivity. Although such characteristic
could introduce errors due to cross-sensitivity in temperature and strain measurements, it
is the basis of several novelties in optical sensing. One example is a label-free hemoglobin
sensor utilizing a micro-tapered LPG coated with graphene oxide (GO) and polydopamine
[62]. SRI sensitivity also underpins pH measurement using a phase-shifted LPG coated
with GO and polyvinyl alcohol [63], label-free detection of pepsin also employing GO [64],
H. pylori detection using a double resonance LPG and surface plasmon resonance sensors
[65], and relative humidity measurement using a microtapered LPG coated with polyvinyl
alcohol nanofibers [66]. Evidently, as proposed in [67], the application of a third layer on
the fiber, a coating layer, expands the possibilities for measurands through the interaction

between this layer and the measurand.

Being such a sensitive device, however, strain and temperature compensation is
often need to effectively measure SRI in practical scenarios. This could be implemented
through multi-sensor schemes, where other sensors such as FBGs [68-70] are used to

measure temperature and strain, or using multiple resonant dips of the same LPG [71, 72].

2.2 STATE-OF-THE-ART LPG INTERROGATION

From equations 2.3, 2.4, 2.6, 2.7, and 2.8, one could note that the measurand
obtained by grating-based optical fiber sensors is encoded as a wavelength. For example,
for a LPG-based temperature sensor, the temperature would be monitored by the resonant
wavelength. Hence, to retrieve the temperature and effectively use the device as sensor,
there is a need to obtain \,..s through optical signal acquisition and processing. This
acquisition might be a spectral measurement and the processing could be a dip finding
algorithm (for LPG), to this procedure the optical instrumentation community has given
the name of sensor interrogation. In the case of FBGs, the Bragg wavelength is extracted
and to do so there is a wide range of industrial-grade devices readily available to perform
the FBG interrogation [73-77]. Moreover, as FBGs operate in reflection, the optical cable

does not need to return, and due to the narrow bandwidth, multiple sensors can be added
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to this same cable by wavelength division multiplexing [59]. One could attribute these

characteristics to the wide use of FBGs in the industry.

Unlike FBGs, the LPG spectrum is only obtained through transmission. Addition-
ally, coupling efficiency is not as high; hence, the resonant dips are not as sharp. Indeed,
the resonant dips of LPGs can span several nanometers, necessitating a wide spectral
range for precise detection of their resonant wavelengths. As consequence, broadband
spectral measurements are needed to accurately characterize and calibrate these sensors.
As a result, current LPG interrogation methods often rely on bulky and costly equipment,
typically designed to interpret only a single sensor. This increases system complexity and
further hinders the cost-effectiveness of large-scale deployments. Furthermore, the broad
spectral width of LPGs poses challenges for quasi-distributed sensing applications. Unlike
FBGs, which can be readily multiplexed in the wavelength domain, allowing numerous
sensing points along a single fiber to be monitored simultaneously using the same opto-
electronics, the wider bandwidth of LPGs significantly limits the number of devices that
can be effectively multiplexed [78, 79]. This limitation in multiplexing capacity directly
impacts the scalability and economic viability of LPG-based sensor networks, especially in

applications where a large number of sensing points are required.

To improve the cost-effectiveness of optical fiber sensors systems, some researchers
have proposed the use of edge filtering techniques to extract portions of the optical
spectrum and obtain the measurand. One method is based on the use of an arrayed
waveguide grating (AWG) to filter the sensor spectrum and estimate the desired parameter.
Due to the AWG’s dense channel spacing, the FBG peak can be easily estimated by
neighboring channels at the FBG vicinity [80], and the cost-effectiveness can be further
improved by using a smart channel-selecting system assisted by deep learning [81]. As
AWGs are high density filter banks, they can also be used to estimate the whole spectrum
of an LPG [82].

Since FBGs are narrowband optical filters, they could also be used as edge filters
for LPG demodulation [36, 83]. Similarly, the opposite is also possible and interesting
to obtain fast FBG interrogation [84, 85|, however due to LPG sensitivity, complex and
careful LPG control might be needed [86]. For LPG demodulation, the classical approach
for interrogating the LPG using FBGs is illustrated in Figure 3. Two FBGs are used at
the sides of an LPG resonant dip, as the \,..s redshifts, the bluemost FBG increases power
and the redmost FBG decreases power. Since the LPG spectrum slope is not linear, a
differential approach to the filtered power is taken, where the relative difference over sum is

used. A plot relating this differential power and the LPG position is shown in Figure 3(d).

However, the use of filters to measure the spectral characteristics of sensors requires
a high degree of technical expertise, because a careful and well-designed experimental

setup is necessary to obtain accurate and meaningful results. Once the filtered power
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Figure 3 — Illustration on edge filtering of an LPG using two static FBG filters.
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is highly dependent on LPG transmission characteristics, the results could be highly
sensor-dependent, i.e., vary a lot for sensors with the same resonant wavelength, but
different coupling efficiency, for example. Therefore, the interrogator is often tailored to a

single sensor or to an extremely limited set of similar sensors.

A common problem occurs regarding the change of LPG sensor and is illustrated
in Figure 4. The plot shown in Figure 4(a) describes three LPG spectra. The LPGO and
LPG1 are centred around the same resonant wavelength, but the coupling efficiency is
quite different and the LPG1 has more prominent dip. The change from LPGO to LPG1
using the same interrogating FBG pair would require a recalibration of the differential
power curve, to properly retrieve the resonant wavelength, as illustrated in Figure 4(b).
However, if the resonant wavelength of a new sensor is too close to one of the interrogating
FBGs, the fitting curve loses linearity for the same dynamic range. This phenomenon can
be seen when changing from LPGO to LPG2.
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Figure 4 — Illustration of the edge filtering limitations.
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This illustrated how the edge filtering approach is highly sensor-dependent and
have small dynamic range. L.e., the edge filtering interrogator must be optimized for a

particular LPG sensor characteristic and it can only interrogate one LPG at a time.

This technique was called derivative spectroscopy and it was presented in [87],
where the author proposed its use for LPG-based curvature sensing. In [88], a hybrid
FBG-LPG configuration was employed to achieve intensity modulation for interrogating
wavelength shifts in LPGs. This system demonstrated the ability to resolve strain and
temperature variations, demonstrating the advantages of double-cladding LPGs in terms of
stability and suitability for embedded applications. The interrogation system utilized the
edge filtering effect of LPGs, where the resonant dip shifts in response to the measurand,
modulating the intensity of transmitted light. This modulation, measured by an InGaAs

photodetector, reflects the changes in the measurand.

The aforementioned interrogation approaches indeed exhibit a high degree of sensor
dependence, with the LPG interrogators being intrinsically integrated into the sensing
system alongside the sensors themselves. Recent research has focused on alternative
LPG interrogation techniques, focusing on the interrogator development, transparent to
any LPG sensor. In [89, 90], thermally modulated distributed feedback lasers were used
to acquire power readings at different wavelengths, with curve-fitting then employed to
extrapolate the LPG spectrum. This involved sweeping the central wavelength of three
laser diodes and measuring the transmitted light intensity through the LPG. By fitting
the acquired data to curve models, the sensor’s transmission spectrum was reconstructed,
enabling temperature and refractive index measurements. This system is affordable and

suitable for real-time monitoring and data logging for in-field applications.
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Similarly, in [91], an LPG interrogation system based on the temperature response
of a multimode laser diode was developed. This system utilized the laser diode’s spectral
sweep to create a discrete attenuation spectrum, reconstructed using curve fitting. The
system demonstrated high accuracy in interrogating LPGs within a 10 nm window, showing

potential for slow-changing field applications.

Despite these advances, temperature modulation can be unreliable due to the
difficulty in accurately characterizing the temperature-dependent transfer function and
controlling the system. Additionally, the temperature change can be slow, resulting in
slow spectrum measurements. This limits the application, as the LPG sensor must remain
static throughout the temperature sweep. For instance, the temperature sweep in the

multimode laser approach takes 50 minutes [91], and 15 minutes for the DFB method [89].

A more practical approach for full LPG spectrum measurement was proposed in [92],
where a microelectromechanical system Fabry-Perot Interferometer (MEMS-FPI) is used
to measure spectra at 100 Hz rate. The authors describe a low-cost wideband interrogation
system for fiber optic sensors using a MEMS-FPI tunable filter. This low-cost, wideband
interrogation system was validated by interrogating LPGs as temperature, refractive index,
and relative humidity sensors. The system achieved accuracy comparable to commercial
devices while being significantly more affordable and portable. Deconvolution techniques
further enhanced measurement accuracy by mitigating the effect of the tunable filter’s

broadband response.

2.3 THE USE OF SPARSE FILTER AND MACHINE LEARNING

All these recent development in LPG interrogation present some interesting perspec-
tives towards its in-field implementation, however, most of the works focus on full spectrum
measurement or estimation. However it is not always necessary for LPG interrogation,
hence simpler and more cost-effective solutions could be developed. Note that in most
cases, only the resonant wavelength is required, because LPG sensors are calibrated based
on the resonant wavelength shift. Edge filtering techniques focus on this premise and, in
this work, a methodology to extract only the resonant wavelength of any given LPG is
proposed. The proposal uses a sparse filter bank and a machine learning model to process
the filtered information and retrieve the LPG position. The combination of a filter bank

and machine learning aims to solve the challenges in edge filtering.

Machine learning has undoubtedly experienced significant growth in applications
over the past decade. From OpenAlT’s first report on GPT-1 in 2018 [93] to the public
release of ChatGPT in late 2022, large language models (LLMs) have found use in diverse
fields like medicine [94] and chemistry [95]. The potential of artificial intelligence (AI)
models to improve various fields seems promising, with results often appearing remarkable.

Complex models can be used for early disease diagnosis [96, 97], enhancing reliability and
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risk assessment [98], and even attempting stock forecasting [99, 100].

Nevertheless, caution is warranted when dealing with such abstract forms of data
processing. Deep learning and other complex AI models are often considered “black
boxes”, meaning their internal workings are not transparent. Note that while they provide
useful information, the reasoning behind their conclusions remains hidden. This lack of
transparency can lead to serious societal issues impacting health, freedom, racial bias,
and safety due to the potential for incorrect predictions based on flawed logic [101].
Consequently, the excessive use of Al for evaluation and knowledge extraction can be

dangerous, fostering illusions of understanding and scientific monocultures [102].

Therefore, careful consideration is crucial when employing machine learning models,
particularly in the instrumentation field. The measurements systems are the interface
for knowledge acquisition and experimentation, so the results should be reliable and
well characterized. So, with proper care, machine learning can be applied to measuring
instruments, one solution is to develop application-specific models and rigorously test
them. In this context, uncertainty quantification and expression are vital, adhering to

best practices in instrumentation and measurement.

In this work, machine learning models were employed for LPG sensor interpretation,
specifically as curve-fitting tools, tailored to this application. The proposed methodology
combines a machine learning model and a sparse optical filter array to address challenges
encountered in dual FBG edge filtering, using the hardware illustrated in Figure 5. Hence,
the basis of the hardware needed is the optical filters and a photodetection unit per filter.
Considering the use of FBG filters, a filtering channel would be made of: an FBG, optical

circulator, photodiode, and transimpedance amplifier.

Figure 5 — Hardware for the FBG sparse filter used in the LPG interrogation system.
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The hardware design involves strategically spacing an FBG filter array to ensure
that at least two FBGs fall within the LPG resonant dip (one blueshifted and another
redshifted regarding the LPG), to solve dynamic range issues of edge filtering techniques.
Additionally, the machine learning model serves as an adaptive and LPG-independent
calibration model, effectively solving the recalibration issues. This approach is anticipated
to be cost-effective due to its potential for extension to a full-sensor scheme, where the

filters themselves function as sensors. This concept is explored in detail in Chapter 6.
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3 ANN ESTIMATION OF THE RESONANT WAVELENGTH

In this chapter the use of a neural network to interrogate a long-period fiber grating
sensor is demonstrated. The proposed interrogator uses an FBG filter bank to acquire
spectral features of the LPG and feed a neural network with them, to provide a resonant
wavelength estimation. In the next sections an introductory overview on neural networks
is presented, followed by the methodology for developing the interrogator, and the results

obtained.

3.1 INTRODUCTION TO NEURAL NETWORKS

Neural networks are a category of machine learning algorithms roughly inspired
by animals’ neural system. One of the first and most important contribution to the
develpment of artificial neural networks (ANNs) was the McCulloch and Pitts neuron in
1943 [103]. At this time the researchers were trying to understand the complex patterns
generated by the brain’s basic unit cells and they proposed a simplified model for these cells.
The next major development was the perceptron, introduced in 1958 [104], a perceptron
is basically a McCulloch-Pitts neuron with weighted inputs. Hence, the perceptron is a

neuron-inspired linear model that can “learn” through weight optimization.

The percepton, however, is limited to a set of linear classification tasks. To expand
its complexity, several of this neuron units can be added, forming a proper network. By
stacking layered groups of perceptrons, one obtain the multilayer perceptron (MLP). Such
topology is also called fully-conected network, because there is a connection between each
adjacent neuron, it is one of the most popular form of neural network and is part of several
more complex models. The popularity and importance of the MLP is due to its ability to
approximate any function with a finite number of discontinuities with only one abstraction
layer [105-107].

As the name suggest, the MLP is organized in layers, the first is the input data and
the last is the output layer. All layers in between are called hidden layers, or abstraction
layers. Each layer is formed by a set of nodes and all nodes of a layer are connected
to the nodes of the previous layer. The nodes of hidden and output layers are artificial
neurons. Figure 6, shows the structure of a three-layered MLP, this MLP has N inputs,
H hidden neurons and one output. It is the typical topology for function approximation,

i.e., regression.

Each connection between two nodes has a weight associated with it. The processing
inside a neuron starts by the dot product between all of its inputs and their weights, plus
a bias. This result is then passed through a function before connecting to the next layer.

Hence, for the MLP illustrated in Figure 6, the i-th hidden neuron’s output is given by:



27

N-1

k=0
where b; is the i-th neuron’s bias, w; is the weight connecting the k-th input to this
neuron and f () the neuron activation function. Given the H neurons outputs, one can

calculate the neural network output by:

H-1
y="0b,+ Z hiw, ; (3.2)

i=0
where b, is the output bias and w,; is the weight between each hidden neuron and the

output neuron.

Note that relationship between the inputs and output depends on the weights
values. Hence, the output y shown in (3.2) is only meaningful to a given task, if the
weights were properly set. The weight adjustment process is called training, or fitting.

During the training the model is adjusted using optimization algorithms and known data.

This type of model optimization is called supervised training and it is usually made
by a form of back-propagation algorithm [108]. First the weights are randomly initiated,
then the known inputs are propagated through the network, obtaining an estimation. The
estimation error is then calculated and propagated backwards, updating the weights so

that the final error is minimized.

The premise of using neural networks is simple, one needs to acquire data that
is well representative of the model’s use case and apply this data to model development

and evaluation. To do so, this dataset needs to be split at least into three subgroups:

Figure 6 — Schematic of a three-layered MLP

Input Hidden Output
layer layer layer

Input Output

vector vector

X = [xg, oo Xpes]” y=b1"

Source: Figure elaborated by the author.



28

training, validation, and testing. Each group should be used in the step relative to its
name. The training group is used to adjust the neural network weights. The validation
is used to validate the topology and perform early stopping during training, finally, the
testing group is used to evaluate the model error and uncertainty. Early stopping is a
training strategy used to improve model’s ability to deal with data similar to the training
data, but unknown. It is used to avoid overfitting and smooth the model’s output, reducing
its variance [109-111].

In most cases, training data is used to develop some feature selection and feature
engineering techniques, so the raw collected data can be preprocessed before the input
layer. Feature selection involves identifying and selecting the most relevant features that
contribute significantly to the target variable, reducing noise and dimensionality, thus
improving model efficiency and generalization. Feature engineering, on the other hand,
focuses on creating new features or transforming existing ones to enhance their predictive
power, often through domain knowledge or statistical techniques. This can involve scaling,
normalization, encoding categorical variables, or deriving new features from interactions
or combinations of existing ones. Preprocessing steps, such as handling missing values,
outliers, and ensuring data consistency, are essential to prepare the data for effective
training of the neural network. In the context of MLPs, these techniques are vital due to
their sensitivity to input data characteristics. Careful feature selection, engineering, and
preprocessing can significantly enhance the model’s ability to learn meaningful patterns,

leading to improved accuracy and robustness in predictions.

3.2 METHODS FOR ANN DESIGN AND CHARACTERIZATION

This section presents the methodology used to develop the interrogation method
based on a multilayer perceptron (MLP) neural network. The dataset, feature engineering,

and MLP design are, respectively, discussed.

3.2.1 The dataset

Figure 5 illustrates the system used to acquire power readings from LPG spectra.
To design and evaluate the interrogator, 83 different arc-induced LPGs were considered,
with different transmission spectrum features and characteristics, such as attenuation,
full width at half maximum (FWHM), resonant wavelength, and different attenuation
dip asymmetries. The LPGs were manufactured using an in-house modified Fiber Fox
Mini3s fusion splicer, coupled to a Thorlabs MTS50/M-Z8 linear translation stage and a
KDC101 controller, this manufacturing setup can be seen in Figure 7. To increase the
spectra count, each LPG was strained and heated, obtained a total of 528 transmission

spectra. The LPG spectra were recorded using an Anritsu MS9740B.
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Figure 7 — Setup for arc-induced LPG manufacturing.

Source: Photography taken by the author.

Some LPG transmission spectra can be seen in Figure 8. To visualize the whole
dataset, the resonant wavelength, FWHM, and attenuation intensity for these 528 spectra
are summarized in Figure 9, where the LPG period (A) is represented by different symbols.
Note that for each grating period several LPGs were manufactured using different electric
arc intensities, which are represented by the different colors. Hence, one can see the great

variability presented by the spectra used that could provide the trained ANN with good

Figure 8 — Eight randomly chosen LPGs transmissivity spectra from the database.
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Figure 9 — Spectral features of spectra considered.
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generalization.

The dataset was randomly partitioned into three subsets: training (60%), testing
(20%), and validation (20%). The training set was used to train MLP models under
various scenarios (different hidden layer configurations), while the validation set was used
to evaluate these trained models and select the best one as the final MLP for the LPG

interrogator. The testing set was reserved for evaluating the performance of the finalized
interrogator.

3.2.2 Design of FBG filters

To design the interrogator’s neural network, feature selection is primarily associated
with designing the FBG filter bank, as the power readings from these filters serve as inputs
to the MLP. Therefore, the number of FBGs and their spacing in the wavelength domain
were central considerations in this design process. By analyzing the spectral characteristics
using the test and validation data, and reserving the test data solely for evaluating the
final design. The main statistics considered for FGB array design were the minimum and

maximum resonant wavelengths, as well as the mean and minimum full width at half
maximum (FWHM).

While the resonant wavelength information was used to establish the maximum
and minimum detectable \,.s, the FWHM provided insights into appropriate FBG spacing.
The correct density of the FBG array is crucial for accurate resonant wavelength detection.
By selecting an appropriate FBG spacing, one could ensure that at least one filter resides
within the LPG’s dip region. In the worst-case scenario, where two FBGs are positioned
at the -3 dB points of the LPG transmission spectrum, a third filter placed at the mean of
these two would fall within the LPG rejection band, with a spacing of half the FWHM.
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If the LPG’s resonant wavelength shifts, two FBGs would then be within the rejection
band. Moreover, increasing the number of FBGs within this range would yield more
information about the LPG rejection band, potentially leading to improved resonant

wavelength estimation.

3.2.3 MLP design

Following the filter array design, the optical power for each spectrum was ob-
tained using the designed FBG array and normalized to the [0,1] interval. This yielded
input/output pairs for subsequent MLP development. The size of the MLP hidden layer
was determined through an iterative trial-and-error process, exploring various configura-
tions. In all cases, the Rectified Linear Unit (ReLU) activation function was employed
for the hidden layer neurons, and weights were optimized using the Limited-memory
Broyden-Fletcher-Goldfarb—Shanno (LBFGS) method to minimize the mean squared error
(MSE), this solver was chosen due to its better performance on sample-limited datasets.
Early stopping with a patience of 12 iterations was implemented to prevent over-fitting.
To accommodate this early stopping mechanism, the maximum iteration parameter was
set to 10,000. The entire process was executed in Python using the scikit-learn library
v1.2.2 [112], with all remaining parameters not explicitly mentioned maintained at their

default library values.

The model selection process involved training and evaluating the same model
topology 20 times, varying the number of hidden layer neurons from 3 to 8. The selection
criterion was to choose the smallest network that achieved a reasonable validation MSE,
while also taking into account the variance across the 20 trials. After selecting the model, its
performance was assessed using the test set data. The metrics considered were by the MSE
in \..s estimation, the mean absolute error (MAE), and residual analysis. Furthermore,
interrogator’s output was visualized by a curve relating the observed \,.s to the estimated
Ares-

3.3 RESULTS OF ANN-BASED INTERROGATOR

LPG spectra were recorded using an Anritsu MS9740B OSA and the spectral
analysis revealed that the resonant wavelengths available within the dataset ranged from
1510 nm to 1585 nm, with a mean FWHM of 18.64 nm and a minimum value of 15.30 nm.
Based on this, an FBG array spanning 1500 nm to 1596 nm, with 8 nm spacing between
filters, was evaluated. This array encompassed all resonant wavelengths in the dataset and

ensured at least one FBG filter overlapped with the LPG dip for most of the sensors used.
The FBG array was assessed by examining the relationship between the LPG

resonant wavelength and the filtered data for each FBG. LPG resonant wavelengths were

divided into 20 equally spaced regions, akin to histogram bins. For each region, the mean



32

Figure 10 — FBG filtered power as a function of the LPG sensor and it’s own position.
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filtered power of each FBG was calculated and plotted in a color map (Figure 10), with
the x-axis representing the LPG resonant wavelength section and the y-axis representing
the Bragg wavelength of each FBG. Color intensity denoted the mean filtered power by

the FBG at each resonant wavelength section.

Figure 10(a) reveals that for the 1500 nm — 1596 nm array, the optical power filtered
by FBGs at 1500 nm, 1508 nm, 1588 nm, and 1596 nm exhibited minimal variation with
respect to A.es. These FBGs captured little to no information about the LPG resonant
wavelength and were thus deemed redundant or requiring adjustment. Consequently, the
FBG array was refined to 1512 nm — 1584 nm, with a reduced spacing of 6 nm. This
narrower window aimed to maximize power variation within the FBG array relative to the

LPG resonant wavelength.

The refined array, shown in Figure 10(b), demonstrates a more even distribution
of filtered power across the resonant wavelength, evident in the distinct diagonal formed
by lower mean filtered power values. This diagonal suggests that each FBG contributed
equally to the extraction of LPG resonant wavelength information. Additionally, the
darker and thicker diagonal in Figure 10(b) indicates that more FBGs are positioned
within the LPG dips, resulting in increased spectral information retrieval compared to the
initial array.

The 20 tests conducted for each hidden layer configuration are summarized in the
boxplot of Figure 11. It was observed that five neurons were sufficient for estimating
the LPG resonant wavelength. The mean MSE across the 20 tests remained relatively
consistent for all tested configurations, but the maximum and minimum MSE values

fluctuated significantly for hidden layer sizes of 3 and 4 neurons. Therefore, the smallest
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Figure 11 — Validation mean squared error as a function of hidden layer size (number of
neurons).
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hidden layer without such high fluctuation was chosen, resulting in a final MLP with five
neurons in its hidden layer.

Using the test data, the interrogator MSE was estimated to be 1.98 nm?2, and the
MAE was 1.00 nm. A visual representation of the proposed interrogator’s performance is
provided in Figure 12. The ideal interrogator is depicted by the solid black line, while the
red dots represent the results obtained with the proposed technique. The close alignment
of the red dots with the solid line indicates a reasonable approximation of \,..s. This is
further supported by an R? value of 0.993, suggesting that the MLP model effectively

explains the observed data.

Figure 12 — Observed vs estimated resonant wavelength.
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Figure 13 — Residuals histogram (left y-axis) and its parametric fit to a normal distribution
(right y-axis).
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The residuals, representing the differences between the red data points and the
black line, are illustrated in Figure 13. A Gaussian distribution was fitted to the residuals
histogram to derive the error probability function (Pe), shown on the right y-axis of

Figure 13.

The mean value for this normal distribution is g = 0.0330 nm, and its standard
deviation is ¢ = 1.41 nm. Consequently, the proposed interrogator can estimate an LPG
resonant wavelength with a -33.0 pm bias and 2.82 nm uncertainty, considering a 95%

confidence interval.

In contrast, previous work [89] utilized three thermally modulated fiber-coupled
laser diodes to scan and reconstruct the LPG spectrum using fitting functions, achieving a
resonant wavelength estimation within 1.12 nm error for the 1530 nm — 1570 nm region.

However, the approximation function required refitting for each LPG used.

The current study demonstrates that incorporating machine learning into a similar
but simpler setup enhances interrogator generalization. The proposed interrogator achieved
a 1.00 nm MAE without LPG-dependent refitting or filter modulation. Furthermore, it
yielded an error distribution with g = 0.0330 nm nm and ¢ = 1.41 nm for 106 spectra
from different LPGs across the 1510 nm — 1585 nm range, nearly doubling the dynamic

range reported in [89], which employed a far more complex setup.

3.4 CONSIDERATIONS REGARDING THE ANN ESTIMATION

This chapter showed the possible use of a static FBG array and an artificial neural
network (ANN) to estimate the resonant wavelength of LPGs, thus performing the LPG
demodulation using a sparse filter bank. The proposed ANN-based interrogator exhibited
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promising performance, achieving a mean absolute error (MAE) of 1.00 nm and a root
mean squared error (RMSE) of 1.41 nm. The system’s ability to accurately estimate the
resonant wavelength across a range of LPGs highlights its potential as a cost-effective and

efficient interrogation method.

However, the current system presents some limitations. Utilizing an FBG array as
a filtering element can be challenging, as FBGs are inherently sensitive to temperature and
vibration the filters tend to fluctuate. These fluctuations may cause power variations that
deviate from the intended power-to-wavelength mapping used during training. Additionally,
the relevance of individual FBGs for LPG position estimation varies upon sensor location;
those filters closer to the LPG provide more positional information, as the filters are
more affected by the sensor. Consequently, optoelectronic noise affects all inputs equally,
potentially hindering the interrogator’s accuracy. To enhance noise suppression, the
machine learning model could be improved by incorporating an intelligent input-selection
mechanism that prioritizes relevant FBGs for each given case and minimizes the impact of

noise on less informative inputs.
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4 FIS ESTIMATION OF THE RESONANT WAVELENGTH

In this chapter, the previously reported interrogator is further improved. An
improvement on the FBG-filtered LPG features preprocessing is presented and a fuzzy
approach to the resonant wavelength estimation is reported, where only the FBGs close
to the LPG resonance is considered. In the next sections an introductory overview on
fuzzy inference systems is presented, followed by the methodology for developing and

characterizing the fuzzy systems, and the results obtained.

4.1 INTRODUCTION TO THE FUZZY INFERENCE SYSTEM

A Fuzzy Inference System (FIS) is a system that utilizes fuzzy variables and logic,
coupled to a set of “IF-THEN” rules, to make predictions based on imprecise or uncertain
data. It is a powerful method, with wide application, like disease diagnosis [113], electrical

engineering [114], and agriculture [115], for example.

Beyond the robustness of the fuzzy sets, the FIS have the advantage of easy integra-
tion of multiple inputs, interpretability of the system, easy transfer learning from an expert
to the system, and easy maintenance. Some applications in the field of instrumentation
are the failure analysis [116], energy management in wireless sensor networks [117], soft
sensing [118, 119], and sensor fusion [120, 121]. In the field of optical fiber sensing, fuzzy
logic has already been used to estimate impact localization using FBGs [122], to monitor
mechanical fingers using FBGs [123], to reconstruct dynamic deformations [124], and to

process LPG data and estimate axial stress [125].

The fuzzy logic is an extension of boolean logic that allows for partial truths, i.e., a
statement can range between fully false (0) and completely true (1). This is the principle
that enables the high level of uncertainty abstraction. There are four key concepts in
fuzzy logic and fuzzy systems: the fuzzy sets, linguistic variables, fuzzy rules , and fuzzy

inference.

The fuzzy sets are an extension of the classical notion of a set, introduced by Zadeh
in 1965 [126]. Let X be a reference space of points where a generic element is denoted
by z. A fuzzy set A € X can be described by a pair (A4, fa), where f4 : A — [0,1] is a
membership function. The result f4(z) represents how much x belongs to A, i.e., a grade

of membership.

As in all mathematical description, variables can take values a and describe
quantities. In fuzzy logic the concept of variables is expanded to linguistic variables, as no
particular value is taken to a variable, but a degree of membership to one (or more) fuzzy
sets. The linguistic variable “Temperature”, for example, can have a degree of membership

to the fuzzy sets “hot”, “warm”; and/or “cold”.
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The fuzzy rules are instructions expressed in the form of “IF-THEN” statements,
where the antecedent (IF part) and the consequent (THEN part) are used to analyse input
relationships between input variables and their membership grade to fuzzy sets and map
to an output set. For example, an air-conditioning system might have a rule such as “IF
Temperature is HOT and Humidity is HIGH, THEN power is HIGH”, so the system is
at high power as the membership grade of Temperature and Humidity to the fuzzy sets
HIGH.

Hence, the set of “IF-THEN” statements is called rule base and represents the
knowledge about the problem, i.e., the relationship between input-output. Indeed, the
fuzzy inference system use this rule base to map the input to a desired output. This
process is called fuzzy inference and the main inference engines are the Mamdani [127]
and Takagi-Sugeno [128]. Note that the inference systems operate in fuzzy logic and
values, so the first step in a fuzzy system is to fuzzify the input variable of classic numeric
value (called crispy value) using the input membership function. Similarly, the last step is
to defuzzify the activated output sets to a crispy value. Consequently, the membership
functions should be carefully determined so the inference system better express the desired

application scenario.

Moreover, to perform the inference, one should compare and operate fuzzy sets.
The generalization of the logical conjunction and disjunction operations in fuzzy logic are
called triangular norms and conorms, t-norms and t-conorms for simplicity. A t-norm is
an operation between grade of memberships that satisfies the commutativity, associativity,
and monotonicity condition with a neural element of one. The minimum t-norm and
product t-norm are popular examples. A t-conorm, on the other hand, have a neutral

element of zero. Exemples include the maximum t-conorm and probabilistic sum.

Figure 14 shows an example of a fuzzy system with five inputs, so five linguistic
variables (X7, X, ... X5), each one with three possible sets (blue, green, and red curves

indicating the sets membership functions).

The rule base must contain rules like “IF Variable X is green AND Variable X5 is

Figure 14 — Schematic of a fuzzy inference system.
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red, THEN output is Y;”, for example. I.e., the rules relate the inputs and their interaction
with an output set. Most of the cases the rule base activates several output sets to some
degree. This results in a conjunction of fuzzy sets that should be defuzzyfied to obtain the

crispy output.

4.2 METHODS FOR FIS DESIGN AND CHARACTERIZATION

This section presents the methodology used to develop the interrogation method
based on a fuzzy inference system. The data preprocessing, FIS design, and evaluation

metrics are, respectively, discussed.

4.2.1 Dataset and preprocessing

The interrogator hardware and dataset were the same as described in Chapter 3
because optimal spectral placement of FBGs were already obtained and the dataset had
great representation of LPG’s spectral variability. Therefore, the optical setup is exactly
the same, the arc-induced LPGs and the same FBGs, as well as the 60%/20%/20%
train/test/validation split. Consequently, the same 13 power readings were considered as
input of the FIS. The FBG array power reading, however, were preprocessed in a more
sophisticated manner. First assume, with no loss of generality, that the optical source
used to illuminate the LPG sensor is known and that the interrogator could be used to
acquire its power readings. This is a reasonable assumption because acquiring the power
readings for the source could be performed by bypassing the LPG sensor, i.e., connecting

the optical source directly to the interrogator.

Let x1pe and Xgpurce be vectors of power readings for an LPG sensor and for the
optical source used to illuminate this LPG, respectively. To reduce the source interference
on the power readings X, = Xsource — Xr.pg Was calculated for compensation. Nevertheless,
instead of subtracting the source from the LPG, the LPG was subtracted from the source.
Therefore, instead of a power dip around the resonant wavelength, one should see a power

peak. Finally, x, was scaled by its sum. Hence, the full preprocessing of x;p¢ is given by:

Xsource — XLPG

X =

_ 4.1)
3 (
Zi:l T4 source — Li,LPG

This preprocessing is illustrated in Figure 15. Before the preprocessing, x;pg
represents the optical power of the LPG spectrum at the position of each FBG filter. After
the procedure, x is obtained, which represents how close the LPG resonant wavelength is
to each FBG filter, and it was called input strength. For example, if z; = 1, \,..s would
have the same position as Apqgq:. Similarly, if x; = z;11 = 0.5, A\,.s would be positioned at

the mean between Aprqggi and Apyqggi+1. Therefore, x provides a meaningful information

about the LPG position, and more easily interpretable than the raw x;pg data.
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Figure 15 — Data preprocessing.
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However, these examples are unlikely to happen due to the relationship between
LPG FWHM and FBGs spacing. Practical values, on the other hand, should appear
as a superposition of these two examples. Note in Figure 15 that x3 ~ x4 < 0.5 but
T9 R x5, with A, roughly between Apyqg93 and Appeg94. Therefore, for the other case, if

Ares = ABragg,i» one should see a high value for z; and a smaller z;,_; ~ ;1.

A priori, this enhanced interpretability should lead to improved resonant wavelength
demodulation. With knowledge of the FBGs’ positions, represented by the vector containing
each Bragg wavelength, A\ppq, a direct estimation of the LPG position is possible, as long
as the FBG spacing remains constant and linear. The dot product x - Apgg functions as a
weighted mean, which utilizes the fundamental principle of input strength to estimate the

resonant wavelength. This concept will be presented later as a baseline model.

4.2.2 Design of the FIS system

The preprocessed data calculated by (4.1) serves as the input to the Fuzzy Inference
System (FIS), with the values undergoing fuzzification. The proposed FIS had 13 inputs,
corresponding to 13 linguistic variables X; where i € {1,2,...13}. Each variable represents
the input strength at each FBG, and all share the same fuzzy sets: FAR (F), NEAR (N),
and CENTERED (C). These fuzzy sets indicate whether the LPG resonant wavelength is
far from (F), near (N), or centered at (C) the i-th input filter. The output sets represent
the LPG position and are positioned at each FBG location and between each filter element,
resulting in 25 possible sets, denoted as Ay where k € {0,1,...,24}.

The membership functions for the input sets were described using a double-variance
modified Gaussian function. Unlike the traditional Gaussian function, this approach

employs a variance o3 for values below the mean yu, and o3 for values above the mean,



40

allowing for asymmetric input membership functions. In contrast, the output sets utilized
trapezoidal membership functions, centered from 1512 nm to 1584 nm with 3 nm spacing.
The top and base widths of each trapezium were 1.25 nm and 5.00 nm, respectively. For

defuzzification of the output, a simple weighted average method was applied.

The input membership functions were designed by training data inspection: the
relationship between input strength at each filter Bragg wavelength and LPG position.
This analysis was facilitated by the heatmap presented in Figure 16, where the x-axis
denotes the LPG position (spaced according to the output fuzzy sets) and the y-axis
the FBG filter position. The intensity of the heatmap indicates the input strength, or

preprocessed input value, for all LPG spectra within the binned values of the x-axis.

Upon examination of training data, it was observed that the input value z; exceeded
0.5 when Aes & Apragg.i, While other inputs typically had values below 0.2. Additionally, it
was noted that x; = z;,, was greater than 0.3 when A, fell between Aprqqq: and Apragg,it1-
This understanding of the data enabled the determination of the membership functions
depicted in Figure 17. Note that those values fluctuate regarding the LPG FWHM and
those values were obtained by analysing the mean behaviour of the training set. Extreme
cases such as narrower or wider LPG spectra would be presented as a combination of those
cases. Consider two LPGs between two FBGs, one wide and another narrow, the wider
LPG would have a greater membership to the fuzzy set N and close to none membership to
F, however the narrower LPG might have lower membership to N and some to F. However,

the rule base and the high noise resilience of FIS should tame such variations.

To fully define the FIS, only the rule-base was needed. Two primary situations

arise in sparse filtering LPG interrogation: (i) when the resonant wavelength overlaps an

Figure 16 — Mean preprocessed values showing the relationship between the interrogator’s
input (y-axis) and desired output (x-axis).
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Figure 17 — Fuzzy sets” membership functions.
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input filter, and (ii) when the resonant wavelength falls between two input filters. While
practical measurements are typically a superposition of these situations, two distinct rule
groups were established accordingly. Hence, the grade of membership of the fuzzy set
activated in each situation would allow the LPG resonance estimation by defuzzification.

Group (i) rules are defined as:
IF (x;is C and z; is F, Vj # i) THEN A, is Ag;, Vi € {0,1,...,12}
And group (ii) rules as:
IF (z; is N and ;1 is N) THEN )., is Ay, Vi € {0,1,...,11}

The Mamdani inference system used the min and max operators for the t-norm
and t-conorm, respectively. These definitions completed the FIS design. A key advantage
of fuzzy inference systems lies in the seamless translation of human knowledge into the
model. This “expert system” nomenclature stems from the ability of an expert to design
the model based on prior knowledge, facilitated by the FIS’s high interpretability and

steps that mimic human reasoning.

However, the system’s performance hinges on the membership function values,
particularly the input ones. In many cases, decisions regarding these values can be
somewhat arbitrary, as was the case here. Although guided by the inspection and analysis
of Figure 16, determining optimal parameters for the membership functions using human
reasoning alone is challenging. Therefore, the membership functions were also optimized

using a genetic algorithm (GA) [129].
The GA optimization held certain parameters of the FAR set fixed, specifically

o1 = i = 0. The search intervals for the remaining parameters were oy, 09 € [0,0.5] and
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w € [0.2,0.8] for the NEAR set, while for the CENTERED set, the search space was
01,09 € [0.1,3] and p € [0.1,1].

The GA was configured with 200 randomly initialized individuals, optimized over
100 epochs. Parameters were encoded into a numerical vector p, with a mutation frequency

of 0.05. Half of the population was replaced by the 100 most fit children at the end of

each epoch. The crossover function employed a random weighted mean:

a pparentl + b pparentQ
a+b

Pehild = (4.2)

where a and b were randomly chosen from (0, 1].

The fitness function was defined as the mean squared error (MSE) of the resonant
wavelength estimated by the fuzzy system using the population-based input member-
ship functions during fuzzification. A stopping criterion halted optimization when the
MSE improvement between the most fit individuals of two consecutive epochs fell below
0.0001 nm?.

4.2.3 Evaluation of the FIS system

The fuzzy models, both expert-fitted and GA-fitted, were compared against the
neural network model designed in Chapter 3 and against a linear model using the FBGs’

position-to-intensity weighted mean. The latter used the linear model:

:\Tes, linear — CL(X : AFBG) + b (43)

where a and b were fitted using the least squares method on the training dataset.

The evaluation metrics were those used in Chapter 3: mean absolute error (MAE),
mean squared error (MSE), mean of residues, and standard deviation of residues. Given the
expectation that the FIS would be noise resilient, additive white Gaussian noise (AWGN)
was added to the test set filter power, and the models were compared in terms of their

resilience to noise.

4.3 RESULTS OF FIS-BASED INTERROGATOR

The genetic algorithm optimization of the input membership functions modified
the expert-defined membership functions significantly. Figure 18 shows the difference
between the expert-defined and GA-optimized memebership functions in dotted and solid
lines, respectively. Note that there is a considerable difference between the membership
functions of the sets F and C. An increase in the N membership function asymmetry was
also observed, with a bigger o9 while y remained similar to the value defined by the expert

analysis of the data shown in Figure 16. This difference suggests the mean values shown
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Figure 18 — Comparison between the expert defined and G.A. optimized input membership
functions.
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in Figure 16 tended to underestimate the F behaviour and overestimate the C behaviour,

whereas the N membership was underestimated for bigger input values.

The MLP presented in Chapter 3 was retrained using the preprocessing methodology
of equation (4.1). So, the two FIS models (expert-defined and GA-optimized), the MLP
model and the linear model of equation (4.3) were used to estimate the test set resonant
wavelength. The results found in Chapter 3 and for all models considered in this chapter

are summarized in Table 1.

Comparing the results found in Chapter 3 with the most simple baseline model
using the input strength, a great improvement on the evaluation metrics could be seen.
Note that the the proposed linear model’s MAE, MSE, and uncertainty were greatly
reduced using the novel preprocessing when compared to the MLP proposed in Chapter 3.
This reduction implies the proposed preprocessing step improves the relationship between
the FBG array data and the LPG resonant wavelength.

A visual comparison between the observed (target) and estimated residuals for

Table 1 — Metrics overview.

Chapter 3 Linear model MLP FIS expert FIS GA opt.

MAE (nm) 1.00 0.762 0.668 0.443 0.352
MSE (nm?) 1.98 0.979 0.737 0.317 0.242
p (nm) -0.033 -0.031 0.083  -0.124 -0.101
o (nm) 1.41 0.989 0.854 0.549 0.481

Source: Adapted from [37].
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Figure 19 — Observed vs residual resonant wavelength.
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Ares 1s presented in Figure 19. The estimated resonant wavelength was obtained from ten
measurements under noise (SNR = 10 dB). These results demonstrate strong agreement
between the actual and estimated LPG resonant wavelengths across all models. Notably,
the mean behaviour of the models closely aligns with zero residual. Indeed, an R? value
exceeding 0.99 was also estimated for all models, indicating their effectiveness in explaining
the LPG resonant wavelength. However, some models exhibit greater variance around
their mean behaviour, with data points more dispersed, as reflected in the o and MSE

values shown in Table 1.

Finally, the relationship between MSE and SNR was analysed. The test set MSE
was calculated under each SNR, with this experiment repeated 100 times for each SNR
using resampled AWGN. The resulting mean and standard deviation of the estimated
MSE are presented in Figure 20. This plot reveals that the FIS models exhibit lower
sensitivity to input noise across all considered SNR values. One can see that both the
expert-defined and the optimized FIS have similar noise suppression abilities, however, the
optimized model presented less variance over the tests made at the most noisy scenario.
This results corroborated the assumption that a proper fuzzyfied variable is capable of

powerfull processing under noisy conditions.

These results underscore that the proposed preprocessing method yields information
regarding the LPG resonant wavelength that is both easier to interpret and process. The
improved performance of the simple linear model compared to that in Chapter 3 supports
this assertion. The proposed fuzzy inference system outperformed other baseline models,
including the retrained MLP with the same structure as in Chapter 3. Notably, the FIS
with optimized membership functions demonstrated a nearly twofold (1.8x) improvement in

uncertainty compared to the MLP, indicating the superiority of the fuzzy approach for this



45

Figure 20 — Models’ sensitivity to noise.
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problem. Importantly, the results under noise conditions highlight the FIS’s remarkable
noise resilience. However, it is crucial to consider that this noise insensitivity could
potentially affect the detection of minor LPG fluctuations. Excessive noise suppression
might inadvertently suppress small resonant wavelength changes that lead to subtle power

fluctuations, thereby impacting the interrogator’s resolution.

4.4 CONSIDERATIONS REGARDING THE FIS ESTIMATION

This chapter showed the use of a static sparse FBG array and a fuzzy inference
system (FIS) to estimate the resonant wavelength of LPGs. The proposed FIS-based
interrogator exhibited improved performance compared to the ANN-based approach,
achieving a mean absolute error (MAE) of 0.352 nm and a root mean squared error
(RMSE) of 0.481 nm. The system’s ability to accurately estimate the resonant wavelength
across a range of LPGs, coupled with its enhanced noise resilience, highlights its potential.
The excellent noise suppression could be attributed to the fact that the rule base and
pertinence functions are used to select the most influential inputs for each LPG sensor.

Indeed, the noise suppression is a known and desirable feature of FISs.

However, the reliance on a static FBG array as a filtering element remains a
limitation. The sensitivity of FBGs to temperature and vibration can introduce power
fluctuations that affect the accuracy of the resonant wavelength estimation and makes the
FIS output sets wrongly positioned. Additionally, the assumption of static FBGs restricts
the system’s applicability in scenarios where FBGs are used as sensors themselves, subject

to dynamic changes in their reflected wavelengths.

Moreover, the high noise suppression of the FIS model raise concerns regarding

the interrogation resolution. Is essential to consider that this noise insensitivity could
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potentially affect the detection of minor LPG fluctuations. Excessive noise suppression
might inadvertently suppress small resonant wavelength changes that lead to subtle
power fluctuations, thereby impacting the interrogator’s resolution as those could be
interpreted as power noise. This concern underscores the importance of carefully balancing
noise suppression and the preservation of subtle signal variations in the design of LPG

interrogation systems.

The next chapter discusses the analysis and characterization of uncertainty in
machine learning models, applied to the context of LPG interrogation. This will involve a
detailed examination of the different types of uncertainty that can arise in the measurement
process, as well as the development of methods to quantify and manage these uncertainties
effectively. By addressing the issue of uncertainty, this study could further enhance the
reliability and accuracy of the proposed LPG interrogation system and other machine

learning applications in the field of sensing and metrology.
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5 ADDRESSING UNCERTAINTY

In this chapter the uncertainty propagation through the machine learning models
used for LPG interrogation is studied. The Monte Carlo method was proposed as a tool for
determining how different uncertain scenarios impact the resonant wavelength estimation.
In the next section the uncertainty characterization of machine learning models is discussed,
followed by the methodology used for the Monte Carlo simulations, and the results obtained.
Note that the main goal of this chapter is to present a metrological characterization of
the ML-based LPG interrogator and to evaluate the noise suppression capabilities of ML

models and the impact of such capabilities on the uncertainty propagation.

5.1 UNCERTAINTY IN MACHINE LEARNING MODELS

Uncertainty quantification is a critical aspect of machine learning, as it directly
affects the credibility of models and the decisions based on their predictions. Machine
learning models, especially complex ones, can often be overconfident in their predictions,
even when faced with noisy, incorrect, or unfamiliar data. This overconfidence can
have serious consequences after system deployment, particularly in high-stakes fields like
healthcare [130-132] and autonomous driving [133-137].

While the concept of uncertainty in machine learning isn’t new, the distinction
between aleatoric and epistemic uncertainty has become increasingly important in recent
years [138]. Aleatoric uncertainty, stemming from inherent noise or randomness in the
data, is irreducible even with more data. Think of it like trying to predict a coin flip; no

amount of information can eliminate the inherent randomness.

On the other hand, epistemic uncertainty arises from limitations in the model itself,
such as insufficient data or an incomplete understanding of the underlying phenomenon.
This type of uncertainty is reducible through improved models or more data. For instance,
a medical diagnosis model might have high epistemic uncertainty if it’s trained on a small
patient sample or if the disease itself isn’t fully understood. Another example would be
that an industrial temperature control system trained with data from Germany would

have high epistemic error when used in Mexico.

In the realm of instrumentation and measurement, these uncertainties are analogous
to random and systematic errors. Aleatoric uncertainty, like random error, is unavoidable
and must be well characterized and communicated. Epistemic uncertainty, like systematic
error, can be reduced through better data collection or model refinement. Identifying
and quantifying this type of uncertainty is key to improving a model’s reliability and

performance.

Various methods have been proposed to tackle uncertainty in machine learning and

Al systems, often based on Bayesian frameworks [139], ensemble models [140], or evidential
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reasoning [141]. A comprehensive review by Abdar et al. [142] delves into these method-
ologies for deep learning, highlighting their pros and cons. However, these approaches are
primarily model-focused and aim to provide outputs paired with uncertainty estimates,

not focusing on broader model-independent techniques for uncertainty characterization.

As discussed in Section 3.1, proper training and evaluation of data-driven models
require splitting the dataset into training and testing sets. This ensures the model is
optimized (trained) on data separated from that used for evaluation [143], mimicking
the model use after implementation, with unknown data. Hence, model evaluation is
performed by estimating metrics like MSE and MAE using a test set. However, lab-based
evaluation may not fully reflect field performance due to the unpredictable nature of
in-field scenarios. It’s therefore important to anticipate potential challenges in model
deployment [144], distinguishing between physical problems (e.g., data acquisition) and

model errors [145].

One challenge is the need for large, representative datasets to minimize epistemic
uncertainty. Transfer learning [146] has emerged as a way to address this, especially when
obtaining measured data is difficult. Synthetic data has also been used for training deep
learning models [147-149], and should allow for better model characterization, since more

realistic data can be used for model evaluation instead of training.

In the context of LPG signal conditioning, effective training requires diverse data
from multiple sensors, covering the full spectral window and a wide range of spectral char-
acteristics. This ensures the interrogator can accurately estimate the resonant wavelength
of any LPG sensor with similar characteristics to the training set, minimizing systematic

error.

However, there’s a tradeoff between spectral variability and single-sensor evaluation.
Achieving high variability in practice can be tough, so one might prioritize training with
fewer sensors but more measurements per sensor. Conversely, using multiple sensors might
limit single-sensor variability due to time and resource constraints. The former approach
improves model resolution and aleatoric uncertainty analysis using the test set but lacks
variability. such approach potentially hinders model performance with unknown sensors,
so the uncertainty characterization would be limited and representative of a limited set
of sensor characteristics. The latter prioritizes model extrapolation (reducing epistemic

uncertainty) at the cost of less accurate aleatoric uncertainty estimation.

Ideally, an interrogator should have minimal epistemic uncertainty and well-
characterized aleatoric uncertainty. The approach in previous chapters favored extrapola-
tion and lacked discussion on measurement uncertainty, specifically how the interrogator
handles fluctuations in single-sensor measurements. While model bias and variance were
estimated from test set residuals, the analysis didn’t address single-sensor wavelength

fluctuations.
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Given the relative simplicity of the ML models used for LPG interrogation, compared
to state-of-the-art, low epistemic uncertainty is a reasonable assumption. The limited
parameter space compared to training samples further supports this. Therefore, this
chapter focuses on characterizing aleatoric uncertainty. Note that machine learning
offers robustness and noise suppression, as shown in Chapter 4. However, this can affect
instrument resolution due to over-filtering of input fluctuations. This chapter investigates
this effect by analyzing LPG uncertainty propagation through the ML model, ideally

aiming for all fluctuations to be reflected in the output, thus preserving resolution.

5.2 METHODS FOR UNCERTAINTY CHARACTERIZATION

All the models presented in Chapters 3 and 4 were studied to characterize the
uncertainty propagation through them. Since different models were considered, the
methodology should be model-independent. Hence, the models were not modified, thus kept
as developed in Chapters 3 and 4, but the test-set inputs were modified to add uncertainty.
For such, the Monte Carlo Method was used to estimate the output uncertainty given
an uncertain input. The equivalence between the Monte Carlo method for uncertainty
calculation and the guide for uncertainty in measurement (GUM) methodology has been
previously shown for a wide range of applications [150-152] and thus a similar approach

was considered in this work.

Given that aleatoric uncertainty stems from the process and input uncertainties,
our analysis focused solely on the latter. For LPG interrogation, the input varies due to
both interrogator optoelectronics and LPG position fluctuations. To assess the model’s
performance under these conditions, semi-synthetic data was utilized. Such data was
generated by modifying the test set samples through simulations. These modifications
involved adding noise to the FBG filtered power, representing optoelectronic noise, and

shifting the LPG resonant dip to simulate changes in LPG position.

Figure 21 outlines the step-by-step procedure used to simulate a single uncertain
measurement. These steps were repeated 200 times for each test-set spectrum, considering
both types of modifications (optoelectronic noise and LPG fluctuation). The optoelectronic
noise was considered to evaluate the machine learning model’s ability to filter noise
introduced to the system during the FBG reflected power measurement. This type of
noise is inherent to any electronic circuitry, although it can be reduced with proper circuit
design and measurement conditions. One example of improvement by good measurement
practice is to acquire several measurements and considering the mean value as the final
value. Simulating a measurement with noisy power measurements involved using a test
set spectrum to obtain the optical power filtered by each filter element, mimicking the
interrogator hardware. Additive white Gaussian noise (AWGN) was then introduced to the

input, as detailed in Chapter 4. The resulting array was processed by the ML algorithm
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Figure 21 — Flowchart for generating a single uncertain measuremnt.
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to estimate the LPG resonant wavelength (Figure 21(a)).

The LPG fluctuation was considered to evaluate the measurand variability, i.e. the
fluctuation induced to the LPG sensor by the environment. Such analysis is helpful to
evaluate the measurand uncertainty propagation through the machine learning model.
Ideally, the model should transmit every sensor fluctuation to its output. For simulating
a measurement with noise from the LPG sensor itself, a test set spectrum was shifted,
simulating a change in the resonant wavelength. The filtered power was then obtained
by simulating the hardware, and the resulting array was processed by the ML model to
estimate the resonant wavelength (Figure 21(b)). To accomplish such task in a practical
sense, one could attach an LPG to a piezoelectric transducer and vary the voltage across

it, obtaining a localized spectral shift with precision.
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Figure 22 illustrates the effects of these steps on an LPG spectrum. Black parame-
ters represent the static (ground truth) values, while red values indicate the noise added
during the Monte Carlo simulations. Each case was simulated 20 times, representing 20

measurements.

While the impact of AWGN on the inputs was explored in Chapter 4 to assess hard-
ware effects, the influence of slight deviations in the LPG position remained uninvestigated.
To generate noise, the “numpy.random.randn” function was employed. These values were
used to introduce hardware noise proportional to the input filtered power (given the SNR)
and to shift LPG spectra, resulting in new optical power values at each filtering element.
The hardware was then simulated, and the filtered data array was preprocessed according
to the method described in Chapter 4.

Figure 23 visualizes the ML model input for the 20 noise simulations depicted
in Figure 22, with color intensity representing input strength. This figure effectively
illustrates the input uncertainty due to both optoelectronic noise (a) and fiber sensor
fluctuations (b). In this and subsequent sections, these uncertainties will be denoted as u,
and wuy, respectively, and are associated with an input SNR and random LPG noise with a

standard deviation of oy, ..

This process of acquiring 20 samples for each test-set spectrum was repeated 10
times across various input uncertainties, yielding 200 simulations per test set spectrum.
These simulations represented 20 measurements over 10 experiments, each experiment
with a new random seed. The values used for u, were 6, 8, 11, 15, and 20 dB, while the
values for u, were 0.10, 0.15, 0.24, 0.37, 0.57, 0.88, 1.36, 2.10, 3.24, and 5.00 nm.

Figure 22 — Example of uncertainties at the interrogator input.
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Figure 23 — Time series of the input values shown in Figure 22.
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The resulted resonant wavelength estimation for each Monte Carlo simulation was
compared to the real resonant wavelength, resulting in a residual r = \,.s — 3\,,65. The
residue statistics for each noisy measurement scenario was considered. Hence, the residue
bias and standard deviation was studied regarding the input noise and its variance over

the 10 experiments.

5.3 RESULTS OF UNCERTAINTY PROPAGATION

The following sections discuss the results obtained through the Monte Carlo
simulations, the propagation of optoelectronic noise and the propagation of LPG noise are

presented.

5.3.1 Uncertainty due to optoelectronic noise

To assess the impact of optoelectronic noise on the LPG interrogator’s performance,
varying levels of additive white Gaussian noise (AWGN) was introduced into the simulated
FBG filter power readings. This simulated noise represents the inherent variability and
uncertainty introduced by the optoelectronics in a field sensing system. Analysing the
resulting deviations in the estimated resonant wavelength, allows to evaluate model’s

robustness in the presence of this type of noise.

Figure 24 illustrates the interrogator’s bias as a function of wu, (optoelectronic
noise) for each model. The results showed the bias does not exhibit a clear trend with
respect to SNR, except for the linear model under high noise, which showed substantial

variability across experiments. Conversely, the standard deviation demonstrates a clear
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increasing trend correlated with the input noise (Figure 25). These results align with the
MSE findings in Chapter 4, highlighting the lower noise susceptibility of the ML models,
especially the FIS models.

Based on these results, one can infer that input noise does not significantly affect
the bias of the more robust models (MLP and FIS) tested in this work. The typical bias
range (with a 95% confidence interval) for the considered u, values was calculated to
characterize each models’ polarization. The linear model’s bias ranged from 0.240 nm to
0.028 nm, the MLP’s from 0.074 nm to 0.093 nm, the FIS-ex’s from 0.123 nm to 0.124 nm,
and the FIS-ga’s from 0.101 nm to 0.102 nm. These findings, consistent with previous
results, provide valuable insights for characterizing potential models for the interrogator’s

processing.

The high noise insensitivity of the FIS-based models can be attributed to their
focus on FBGs near the LPG’s resonant wavelength. These models primarily utilize data
from these nearby FBGs. Therefore, after fuzzification, minor fluctuations in FBGs far
from \,.s do not significantly impact the resonant wavelength estimation, as these changes
are not substantial enough to be considered part of the NEAR or CENTERED fuzzy sets
(see Chapter 4.2 for details).

Despite using all input data to estimate the resonant wavelength, like the linear
model, the MLP model displayed much lower noise sensitivity, consistent with MLPs’
known noise immunity [153]. In contrast, the linear model’s input is a function of the input
strength and its inner product with the FBG position. This makes it highly susceptible to
small noisy variations in FBGs far from the LPG dip (low input strength). These distant
wavelengths can introduce substantial errors in estimation. Moreover, as noise increases,

bias estimation becomes increasingly difficult due to the heightened impact of these distant

Figure 24 — Bias due to input power SNR.
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Figure 25 — Standard deviation due to input power SNR..
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inputs. In extreme cases, the bias variability could span the entire interrogator’s full scale,

as noise in distant filters becomes pronounced.

This effect might indicated that the tested ML models have a primitive form of
attention. This can be attributed because the observed low deviation for these models is
likely due to the minimal influence of input strengths from FBGs far from the resonant

wavelength on the final estimation.

Notably, the variance of the metrics remained low across the 200 simulations
(20 measurements over 10 experiments), indicating a sufficient number of Monte Carlo
iterations in most cases. The exception is the linear model’s residuals’ bias under high

noise, which, as discussed, is an inherent characteristic of the model itself.

5.3.2 Uncertainty due to the LPG fluctuations

While the noise resilience of fuzzy-based models is advantageous, it’s important
to investigate whether this insensitivity to high noise levels might compromise the in-
terrogator’s resolution. This concern arises because as the models dampen variations
in the FBG's filtered power, they might not fully translate all LPG fluctuations to the
estimated resonant wavelength. In essence, noise robustness could potentially lead to a

loss of interrogator resolution.

To examine this effect, the impact of minor fluctuations in the LPG resonant
wavelength (u;) on the estimated value should be studied. Hence, the effect on the bias
and standard deviation of the residuals, similar to our previous analysis, was considered.
Figure 26 shows the bias as a function of u,. The results indicate that the bias does not
correlate with the input fluctuation. Therefore, the typical bias range for fluctuating LPGs

was estimated. The range calculated was 0.028 nm to 0.030 nm for the linear model, 0.081
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nm to 0.083 nm for the MLP, 0.120 nm to 0.122 nm for the FIS-ex, and 0.099 nm to 0.101
nm for the FIS-ga. These values demonstrate the stability of the proposed interrogator, as

they align with previous findings, and offer insights into the models’ epistemic uncertainty.

Unlike optoelectronic noise, which affects all inputs, LPG fluctuations occur pri-
marily near the resonant wavelength. Consequently, results did not show as significant
variations as before, particularly for the linear model. This suggests that the ML models
noise suppression, or attention, is less critical for LPG variations, indicating that the

sensor’s uncertainty propagates effectively through the model.

For the residuals’ standard deviation, it is desirable for all input fluctuations
(representing the resonant wavelength standard deviation) to be passed through the model
to the estimated resonant wavelength. Ideally, a 1:1 ratio between wu; and the residual
standard deviation is desired. However, measuring instruments have inherent resolution
limits, so not all minor fluctuations can be transferred to the interrogator’s output. Indeed,
the results in Figure 27 demonstrate that the residuals’ standard deviation plateaus at a

certain value.

The concern that the more noise-robust models (fuzzy-based) might dampen
LPG fluctuations was dispelled, as the estimated standard deviation of the residuals
was never smaller than u,. In fact, for smaller LPG fluctuations, the estimation was
worse, as expected for any measuring instrument. Additionally, for fluctuations above
the interrogator’s estimated resolution (twice the standard deviation shown in Table 1),
the ratio between input and output fluctuations approached 1:1. This suggests that
under normal circumstances, all input fluctuations (u;) should be transmitted through the
model to the estimated resonant wavelength. The estimated resolution for each model

is illustrated in Figure 27 as dotted lines. As noted previously, the low variance of the

Figure 26 — Bias due to LPG sensor fluctuation.
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Figure 27 — Standard deviation due to input power LPG sensor fluctuation.
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metrics reaffirms the sufficiency of the number of iterations used in this study.

5.4 CONSIDERATIONS REGARDING THE UNCERTAINTY PROPAGATION

This chapter explored the impact of uncertainty on the performance of the proposed
LPG interrogation system. By employing the Monte Carlo method, the propagation
of uncertainties originating from both optoelectronic noise and LPG fluctuations was
successfully characterized. The analysis revealed that while all models demonstrated a
certain degree of resilience to noise, the fuzzy inference system (FIS) exhibited superior
performance, particularly in suppressing the impact of optoelectronic noise. This highlights
the potential of FIS-based models for accurate and reliable LPG interrogation in noisy

environments.

The investigation of uncertainty propagation through the models revealed an
interesting trend. The analysis of LPG fluctuations showed that the noise suppression
capability of the models did not impact LPG fluctuations that were greater than the
estimated interrogator’s resolution. This finding indicates that the models effectively filter
out noise while preserving significant LPG fluctuations, ensuring accurate and reliable

measurements.

Although the finding presented in this chapter does not add any performance
upgrade on the machine learning models, it encourages further development, as it showed
the models are indeed focused on extracting information relevant to the LPG demodulation
problem, while filtering undesired features. The developed methodology for uncertainty
characterization, based on the Monte Carlo method, offers a valuable tool for evaluating
the performance of different interrogation models and guiding the design of more robust

and reliable systems.
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6 SYNTHETIC DATA AND THE MULTI-SENSOR APPROACH

This chapter presents significant advancements in LPG demodulation using an
FBG array, with focus on a more practical implementation. A key limitation of previously
reported systems is the requirement for static FBGs, despite their inherent temperature
and strain sensitivity. To address this limitation and align the system more closely with
practical fiber optic sensor networks, a promising solution is proposed that allows FBGs to
function as both sensing elements and filters. This approach culminates in a multi-sensor
network, although it still not solves the LPG multiplexing challenges, it improves the

overall sensing system cost-effectiveness by introducing non-static FBGs.

Indeed, the use of FBGs as sensing elements the system’s cost-effectiveness can be
enhanced due to its multi-point sensing capabilities. This allows FBGs to be used for strain
and temperature sensing, while the LPG serves as a versatile sensor for various measurands,
derived from its SRI sensitivity, that are not accessible by FBGs alone. Furthermore, a
combination of two FBGs can compensate for the LPG’s cross-sensitivity to strain and
temperature, paving the way for a fully quasi-distributed sensing system that leverages
the strengths of both technologies. In this way, commercially available FBG interrogators
could be adapted to acquire the reflection spectra of the FBG array, with the reflection
intensity modulated by the LPG sensor.

The following sections delve into this approach, which utilizes a conventional
FBG sensing system with a cascaded LPG sensor. This configuration leverages the high
fidelity of commercially available FBG interrogators to acquire the reflection spectrum
of the FBG array, where the intensity of the reflection peaks is modulated by the LPG
sensor. Subsequently, the LPG position is demodulated using a machine learning model.
Given that the FBGs are now acting as sensors and are subject to movement, the model
complexity is increased, necessitating more data for training. However, the problem is
well-understood and can be readily simulated. Therefore, synthetic data was employed for

model design and training, while real data was used for model evaluation.

6.1 SYNTHETIC DATA GENERATION

The optoelectronic system employed in this chapter diverges from the setups
described in previous chapters, opting for a simpler and readily available configuration
based on a commercial FBG interrogator. Figure 28 illustrates the considered setup, where
the LPG sensor and FBG sensor array are cascaded in series. This setup comprises thirteen
FBGs with center wavelengths spanning from 1510 to 1590 nm, approximately, alongside
the LPG sensor. A commercial-grade FBG interrogator was used, FS22DI BraggMeter
from HBM, with the LPG sensor connected to a channel, followed by the FBG array.

It’s crucial to highlight that simply cascading the LPG and FBGs would result
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Figure 28 — Schematic of the optical setup considered in this chapter.
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in light traversing the LPG sensor twice, leading to substantial optical attenuation. To
mitigate this, a pair of optical circulators was implemented to ensure that only light
reflected by the FBG array interacts with the LPG sensor.

With this FBG array, the ability to demodulate LPGs within the 1515 to 1585 nm
range should be guaranteed. It’s worth noting that alterations in the FBG array distribution
could impact the LPG demodulation capability. However, the system can be tailored to
specific FBG arrays, as the proposed model is designed to be agnostic to FBG positioning.
The machine learning model requires FBG location and intensity as input, enabling the

use of any interrogator capable of retrieving this information.

Training a robust machine learning model necessitates a large, diverse dataset
encompassing a wide range of LPG characteristics and FBG array configurations. Acquiring
such a dataset solely through measurements is impractical due to time and resource
constraints. However, synthetic data could enable the use of big machine learning model. In
[154] the authors propose a ML-based Fabry-Perot interferometer (FPI) sensor interrogator.
The authors highlight the challenge of obtaining sufficient measurements for training and
utilize a Wasserstein Generative Adversarial Network (WGAN) to generate synthetic
data that accurately mimics the distribution of real sensor data. Nevertheless, the use of
generative model might be unnecessary. For most optical fiber sensors, the sensor spectrum
can be mathematically modelled or at least approximated with ease. For an LPG, for
example, its transfer function can be effectively approximated by mathematical functions

like modified Gaussian and Lorentzian functions.
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Capitalizing on this principle, synthetic LPG spectra was generated with diverse
parameters, including coupling efficiency (LPG attenuation intensity), resonant wavelength
(central wavelength of the LPG’s dip in the transmission spectrum), spectral width
(sharpness of the LPG’s spectral dip), secondary dips (to mimic real spectral ripples), and
out-of-range dips (to enhance model generalization by simulating scenarios where dips fall

outside the FBG array’s range).

FBG simulation followed a similar approach, with random Bragg wavelengths. In
total 400,000 data samples were generated for model selection, and an additional 1,000,000
were generated to fine-tune the selected model. The foundation of a synthetic spectrum is

a Lorentzian-shaped LPG transmission:

2. —1

>\ - /\res
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T orentzian ()\) =—al|l+ —b (61)

where b represents the device’s insertion loss, and the resonant dip’s parameters are depth
(a), center (\s), and width (w).

Additionally, a Gaussian-shaped LPG transmission was also used:
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where, similarly, b is the insertion loss, and the resonant dip’s parameters are depth (a),
center (Apes), and width (w).

The synthetic LPG spectra were generated using a combination of these functions:

TLG ()\> = kTLorentzian ()\) + (1 - k') TGaussian ()\) (63)

with k € [0, 1]. Examples of synthetic resonant dips created using the parameters listed
in Table 2, applied to equation (6.3), are shown in Figure 29. Figure 29(a) displays
resonant dips, while Figure 29(b) shows the same dips with added ripples and dips outside
the interrogator’s range, enhancing spectral variability. The final Tsyn was obtained by
summing 71, with random noisy dips generated using the same function, as shown in

Figure 29b, effectively creating a random linear combination of T1q.

FBG reflection peaks were simulated by generating a 13-element random array,
which served as input for generating the LPG spectrum. Only the points at each FBG
sensor were calculated, optimizing speed and memory usage. For each simulated example,
the FBG position and Tsyntn(ABragg.i), Vi € {1, ..., 13}, were recorded.

All the synthetic spectra considered in this work was randomly generated using

uniform probability distribution function with the following ranges: a € [10,40] dB,
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Figure 29 — Example of generated synthetic spectra.
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Table 2 — Parameters of synthetic spectra shown in Figure 29.

a (dB) A (nm) w (nm) b (dB) &k

Spectrum A 20 1520 20 1 0.0
Spectrum B 15 1530 25 3 1.0
Spectrum C 25 1550 35 ) 0.5
Spectrum D 30 1570 30 2 0.3

Source: Author.

Ares € [1515,1585] nm, w € [15,40] nm, b € [0,10] dB, k € [0,1]. The FBGs’ Bragg
wavelengths were also shifted considering a uniform distribution up to half the array

spacing.

6.2 METHODS FOR SA-FCN MODEL DESIGN AND CHARACTERIZATION

This section presents the methodology used to develop the interrogation method
based on a self-attention model. The model, preprocessing, evaluation techniques, and

methods for practical evaluation are presented.

6.2.1 The SA-FCN model

The proposed model for LPG demodulation in this scenario is a self-attention-based
fully connected neural network (SA-FCN), designed to be independent of FBG positions
within the array. This aligns with the concept of “input strength,” which indicates the
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relative proximity of the LPG to each FBG sensor. Hence, the inner product of the input
strength vector and the Bragg wavelength vector should directly yield the LPG position.

However, the raw input strength alone lacks information about the absolute FBG
positions and the LPG spectrum itself. To overcome this, the self-attention model uses
the FBGs position alongside the input strength. The model then refines the input data by
generating a “filtered input strength” vector. This filtered vector, when used in an inner

product with the Bragg wavelengths, is expected to accurately estimate the LPG position.

Figure 30 shows the model architecture, which includes two hidden layers, “hidden
17 and “hidden features,” both for feature extraction and representation in a higher-
dimensional space. However, not all extracted features are necessarily relevant, potentially

including noise, spectral fluctuations, or out-of-range dips.

To filter out irrelevant elements, the model employs a self-attention mechanism,
known for its effectiveness in sequential problems and complex data abstraction [155, 156].
The attention map, generated similarly to the hidden features but with a softmax activation,
modulates the hidden features through point-wise multiplication. The attention map’s
dynamic nature is key, as it’s generated on-the-fly for each input. This allows adaptive focus

on the most relevant features for robust and generalizable filtering in LPG demodulation.

The model outputs a 13-element vector whose inner product with the Bragg wave-

length vector should accurately estimate the LPG position. The model was implemented

Figure 30 — Self-attention fully conected neural network.
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using the Keras (v2.15) [157] functional API with tensorflow backend (v2.15).

Hyperparameter optimization involved 200 trials of Bayesian optimization, exploring
layer sizes from 100 to 300, dropout rates from 0.1 to 0.3, and different activation functions
(ReLU, tanh, sigmoid). The model was trained using the Adam [158], due to its superior
performance for large datasets and models, with a learning rate of 0.001. The optimization
aimed to fit to both the target resonant wavelength and filter output. The target filter
output was calculated based on the relative FBG-LPG distances, ensuring the inner

product with the Bragg wavelength vector yields the target LPG resonant wavelength.

6.2.2 Spectral analysis and data preprocessing

The model’s input is derived from the reflection spectra obtained by the FS22DI
interrogator. The spectra are processed to extract each Bragg wavelength and reflected
intensity using a Gaussian approximation of each reflection peak. Note that this is a highly
robust approach, with relative demanding execution time; for faster execution, peaks and

resonant wavelengths can be obtained directly by the interrogator.

This 2x13 data array (reflection peaks’ intensity and position) undergoes four

preprocessing steps before being fed into the machine learning model:

« Baseline Removal: Raw peak intensities are subtracted from a baseline measure-
ment acquired without the LPG. This compensates for variations in individual FBG

reflectivities.

o Normalized Input Strength: The resulting peaks are divided by their total
intensity, yielding an “input strength” array ranging from 0 to 1. Each value
represents the relative contribution of a specific FBG, indicating its proximity to the
LPG sensor.

« Normalized Bragg Wavelength: A copy of the Bragg wavelength array (extracted
from the reflection peaks) is normalized between 0 and 1, using the minimum and

maximum possible operating wavelengths (e.g., 1500 nm and 1600 nm).

« Feature Concatenation: The normalized Bragg wavelength array is merged with

the initial data array (containing normalized input strength).

This process results in a 3x13 feature matrix, where each row represents the input
strength (relative FBG contribution), normalized Bragg wavelength, and absolute Bragg
wavelength. This preprocessed matrix serves as the input for the machine learning model,
comprehensively representing the sensor array response for LPG demodulation. Figure 31
summarizes these preprocessing steps, with the FBG reflection in solid red and the LPG

representation in dotted blue. The point plot illustrates the preprocessed data: the input.
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Figure 31 — Preprocessing example.
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6.2.3 Evaluation on measured spectra

The proposed model was evaluated using 73 LPG transmission characteristics,
measured by an Anritsu MS9740B optical spectrum analyzer. All from LPGs manufactured
by the setup shown in Figure 7 and five LPG transmission characteristics can be seen in
Figure 32. For each LPG, 100 different FBG configurations were considered, resulting in a
total of 7,300 test data samples. The performance of the proposed model was compared
against a robust fitting method that adjusted the FBGs’ reflection to a Lorentzian function.
The robustness of this method was achieved by employing several parameter restrictions

based on the FBG array, thereby optimizing the fitting results. The evaluation metrics

Figure 32 — Spectra of five randomly selected LPGs used to evaluate the synthetic training.

Transmissivity (dB)

30 -

T T T T T T
1475 1500 1525 1550 1575 1600 1625
Wavelength (nm)

Source: Plot elaborated by the author.



64

included R?, root mean squared error (RMSE), and mean absolute percentage error
(MAPE).

6.2.4 A practical measurement: SRI sensor

Additionally, to showcase the practical applicability of the proposed SA-FCN model
for LPG demodulation, an experiment was conducted using an LPG refractive index (RI)
sensor in conjunction to an FBG array. The inclusion of an RI LPG sensor is consistent
with the multi-point sensing scheme of our proposal, as FBGs inherently measure strain
and temperature. Furthermore, changes in the surrounding refractive index affect the
LPG’s coupling efficiency, making this an excellent opportunity to assess the interrogation

capabilities when both resonant wavelength and attenuation vary.

To enhance the mechanical stability of the LPG sensor and facilitate its application,
it was embedded within a custom-designed microfluidic chip. Figure 33 provides a visual
overview of the fabrication process. First, a micro tapered LPG was inscribed in a standard
single-mode fiber (SMF-28) using the electric arc discharge technique (using the equipment
shown in Figure 7). Next, a 3D-printed microfluidic chip was fabricated using a Phrozen

Sonic Mini 8k resin 3D printer and Standard Clear resin from 3Dlab. The chip design

Figure 33 — Steps for the refractive index manufacturing.
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incorporated two distinct channels: one to accommodate the flow of the sample and

another specifically designed to house the fiber optic sensor.

The assembly process involved carefully threading the fiber with the inscribed LPG
through the designated channel in the chip, ensuring its proper alignment and positioning
within the sample channel. To secure the fiber in place and seal the channel, UV-curable
resin was applied. Upon exposure to UV light, the resin solidified, effectively fixing the
sensor within the chip. Finally, inlet and outlet ports were glued to the chip, enabling the

connection of tubing for sample introduction and removal.

The microfluidic chip with LPG sensor was first characterized using an Anritsu
MS9740B and calibrated for RI from 1.34751 4+ 0.00018 to 1.3928 £ 0.0004 RIU. The
RI samples were prepared with water and glycerol at 10% to 50% water /glycerol volume
concentration. After sample preparation, the refractive index (RI) of each mixture
was measured using an Abbe refractometer, those values outside the instrument were
extrapolated based on the water/glycerol concentration to RI curve. Note that visible range

RI was considered, which is standard for applications such as sugar content measurement.

6.3 RESULTS OF MULTI-SENSOR APPROACH

The results obtained for the self-attention model are presented as follows: first
the system characterization using synthetic and measured LPG spectrum, and then the

system evaluation in a practical measurement.

6.3.1 System characterization

First, let’s evaluate the attention mechanism. Synthetic data was used to ensure
complete control over the inputs, allowing for a detailed analysis of how the hidden
feature map and attention map adapt to various scenarios. These scenarios, illustrated in
Figure 34, include: (a) LPG shifting, (b) LPG spectrum distortion, and (¢) FBG shifting.
This investigation focused on the model’s response to changes in the LPG’s position within
the sensor array, its ability to handle spectrum distortions, and its robustness to shifts in

the FBG array position.

The results yielded several key observations. When the LPG’s resonant wavelength
(central dip) shifts, the attention map undergoes notable changes. This indicates that
the model effectively focuses on relevant features within the hidden features based on the
LPG’s spectral position. Interestingly, the hidden feature maps themselves show minimal

variation in this scenario.

In contrast, when the resonant wavelength remains constant but the spectrum is
distorted (e.g., through the introduction of ripples or additional dips), the attention map

exhibits only minor modifications. This suggests the model’s capability to filter out such



Figure 34 — Evaluating the attention mechanism with input change.
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spectral distortions, concentrating on the core features essential for LPG demodulation.

When the FBG sensor array is shifted, the attention map displays a slight spread.

However, the crucial features of interest remain prominent, demonstrating the model’s
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adaptability to minor variations in the FBG array position while maintaining accurate
LPG demodulation.

While this initial analysis provided valuable insights into the model’s filtering
behaviour, it relied on a limited set of examples. To better address the model’s behaviour
for different LPG inputs, each layer output was analysed using 5000 random samples with
one controlled parameter at a time. An LPG wavelength sweep was performed, and the
remaining parameters (depth, FWHM, insertion loss, FBG positioning) were uniformly
sorted. This process was repeated for each LPG parameter to evaluate if the model’s
attention is indeed focused on the LPG resonant wavelength. Figure 35 shows the output

value of each layer’s neurons; clear values represent more neuron activation.

The results showed the neuron activation is highly sensitive to the LPFG resonant
wavelength in all layers. Hence, the weights encode the resonant wavelength, with a singular
neuron combination for each spectral region. For the dip depth and width, there was no
clear correlation with the neuron activation. These results showed the model effectively
focuses on the resonant wavelength information because the mean neuron behavior was
only regarding the resonant wavelength. Note in Figure 35(a) that the neuron activation
for the four layers considered was greatly affected by the LPG resonant wavelength. Hence,
the neurons capture the sensor’s position, and the model successfully demodulates the
LPG sensor. Also, the coupling efficiency, resonance width, and FBG position randomly

varied, and the mean value is presented, so the wavelength encoding is indeed strong.

On the other hand, the results for resonance dip depth and width showed the model
does not clearly respond to these variables. Although some neurons might be activated
regarding these spectral features, the mean behavior for the neurons remained constant

when those varied, as shown in the horizontal lines of Figure 35(b) and Figure 35(c).

However, the true test of the model’s effectiveness lies in its ability to deal with
in-field scenarios. In this section, the high-resolution and stability capabilities of an OSA
were crucial to characterize an actual LPG spectra. By feeding these real spectra into the
self-attention model for LPG demodulation, the efficacy of the proposed approach could
be evaluated. This evaluation is crucial for demonstrating model’s potential. Indeed, it
assess how well the model, trained on synthetic data, can handle the complexities and
imperfections present in actual LPG measurements. Here, the real LPG spectra might
contain noise, spectral variations not captured perfectly by the simulations, and other
deviations from the ideal conditions assumed during synthetic data generation. Evaluating
the model’s performance with these practical challenges will solidify the promise of synthetic

training and transfer learning for LPG demodulation using FBG sensor arrays.

As previously stated, in this evaluation, 73 LPG spectra from various arc-induced
sensors were tested. Each spectrum was evaluated using 100 FBG array configurations

to comprehensively assess the model’s generalizability. Alongside each estimated value,



Figure 35 — Neuron activation by LPG parameter.
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Figure 36 — Regression evaluation plot showing the target LPG position vs estimated
LPG position.
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the model’s dropout layers were used to quantify model uncertainty [138, 142, 159].
Additionally, each data point was processed using a Lorentzian fit, and uncertainty was
estimated based on the fitted parameter’s covariance matrix. Figure 36 compares the

performance of the proposed model with the baseline Lorentzian fitting approach.

The findings demonstrated that the baseline model performs well for relatively
simple spectra. However, for sensors with an additional resonant dip falling outside the
FBG array’s range (but potentially detectable by some FBGs), the baseline model’s
estimation suffers (evident in the outliers near 1555 nm). This is likely due to the high
variability of actual LPGs compared to the ideal Lorentzian function, leading to high

parameter uncertainty in these cases. Figure 37 shows the LPG spectra which the Loretzian

Figure 37 — LPG spectra which the Lorentz fitting baseline underperforms.
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Table 3 — Resulting performance metrics.

R? RMSE (nm) MAPE (%)
Proposed  All data 0.9977 + 0.0002  0.75 £ 0.02  0.0335 % 0.0001
model Without outliers 0.9980 + 0.0001  0.70 = 0.02  0.0321 % 0.0001
Lorentzian All data 0.982 +£0.006 213+ 035  0.050 & 0.002
fitting Without outliers 0.9973 + 0.0003  0.83 & 0.04  0.039 % 0.002

Source: Author.

fit error was greater than 5 nm, note that those had lots of ripples, at least a secondary

resonance, or a very distorted resonant dip.

The proposed model with the attention mechanism addresses these limitations.
The attention layer effectively filters out irrelevant features, including those associated
with resonant dips outside the FBG array range. This targeted filtering significantly
improves the model’s accuracy compared to the baseline approach. Table 3 summarizes
the performance metrics calculated using the measured LPG spectra. The models were
compared using the entire dataset and a subset excluding poorly fitted spectra by the
Lorentzian model. In all aspects, the proposed model outperforms the baseline model,
for both the complete and filtered datasets. These results are comparable to previous
findings for neural networks trained with real LPG data and static FBGs. This reinforces
the effectiveness of both the FBG sensor interrogation technique for LPG sensors and the

proposed transfer learning approach using synthetic data.

Overall, the evaluation using real LPG spectra validates the effectiveness of syn-
thetic data training with transfer learning for LPG demodulation. This approach offers
a promising solution for practical scenarios where acquiring a large dataset of LPG

measurements might be time-consuming or resource-intensive.

6.3.2 Results for the SRI sensor

To showcase the practical applicability of the proposed SA-FCN model for LPG
demodulation, an experiment was conducted using an LPG refractive index (RI) sensor.
The sensor utilized for practical application was an arc-induced micro-tapered grating
(MT-LPG) with a resonant wavelength of approximately 1540 nm, a full width at half
maximum of 53 nm, an insertion loss of 4.33 dB, and an attenuation dip of 15.45 dB (all
parameter measured in air). The transmission spectrum of the device in air can be seen in

Figure 38.

The FBG array of 13 sensors had the following spectral characteristics: Bragg
wavelength: 1510.005, 1515.530, 1521.245, 1529.905, 1538.610, 1544.1, 1549.91, 1555.595,
1561.275, 1572.765, 1578.560, 1587.090, and 1590.160 nm. And FWHM of all devices was
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Figure 38 — LPG refractive sensor in air.
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within 0.226 £ 0.003 nm.

Hence, the setup showed in Figure 28 was assembled as shown in Figure 39(a). This
photography focus on the sensors (LPG and FBG array) and samples, so the interrogator
is not showed. Additionally, one can see in detail the microfluidic chip used as sensing
element in Figure 39(b). Note that the MT-LPG was embedded into this 3D-printed

microfluidic chip and glued using the same resin used for printing it.

Liquid samples with different refractive index were introduced into the microfluidic
chip using a syringe and a hose. The microfluid port has a male Luer fitting so the female
Luer fitting of the hose was used. The microfluid chip’s output port was connected to an

open discard reservoir with a similar hose.

Figure 39 — Setup for LPG demodulation tests.
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Figure 40 — LPG sensor calibration.
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Different concentrations of water/glycerol mixtures, ranging from 10% to 50%,
were prepared as test samples. After every sample the sensor was rinsed with pure water
to remove any leftover sample. Since the sensor was rinsed before every new sample, we
considered the wavelength shift from water to water/glycerol mixture to calibrate the
sensor. This makes the calibration procedure easy and effectively mitigates errors due to

temperature and strain cross-sensitivity.

Figure 40 presents the calibration curve obtained using the Anritsu MS9740B OSA,
while Figure 41 displays the measurements obtained using the proposed demodulation
method with a 2-second sampling interval. During calibration, a blue shift of the resonant
dip towards lower wavelengths was observed, accompanied by a reduction in resonance dip

attenuation. Although the proposed system does not directly estimate dip attenuation,

Figure 41 — LPG demodulation by the proposed method.
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Figure 42 — Comparisson between target and estimated RI.
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the sensor’s blue shift is clearly evident in Figure 41. This indicates that the proposed
method successfully captured both sample variations and transitory states during sample

changes.

The blue shift relative to the water sample was calculated and applied to the
calibration curve to estimate the sample’s refractive index. The resonant wavelength
for each sample step and its refractive index (estimated and target) can be seen in
Table 4. Figure 42 shows a comparison between the sample RI and the estimated value.
The estimation was made considering the mean resonant wavelengths from each step in
Figure 41 and the calibration curve from Figure 40. The residuals analysis showed a RI
bias of 0.0001 RIU and a residual standard deviation of 0.001 RIU. Note in Figure 42
that most error occurs for lower RI, where the sensitivity is smaller (see Figure 40). This
indicates that the error might not be due to wrong resonant wavelength estimation, but
to poor sensor response. Indeed, wrong resonant wavelength estimation would introduce

more RI error at the higher sensitivity part of the sensor response because little wavelength

Table 4 — Measurements performed by the RI sensor.

Sample Resonant wavelength (nm) Estimated RI Sample RI

10% 1540.01 £ 0.02 1.350 £ 0.001  1.34751 £+ 0.00018
20% 1539.67 £ 0.03 1.360 £ 0.001  1.35938 £ 0.00022
30% 1539.34 £ 0.01 1.3683 £ 0.0005 1.36740 £ 0.00026
40% 1538.71 £ 0.01 1.3799 £ 0.0003 1.38103 £ 0.00032
50% 1540.25 + 0.01 1.3898 £ 0.0004  1.3928 +£ 0.0004

Source: Author.
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difference would imply great RI difference.

This practical experiment demonstrates the effectiveness of the proposed SA-FCN
model for real-time LPG demodulation in a multi-sensor configuration. The system’s
ability to accurately track changes in the LPG’s resonant wavelength, even with varying
attenuation dips, underscores its potential for use in various sensing applications. The
combination of a commercially available FBG interrogator, a 3D-printed microfluidic
chip, and a robust machine learning model offers a promising pathway for developing

cost-effective and reliable LPG sensing systems for in-field deployment.

6.4 CONSIDERATIONS REGARDING SYNTHETIC TRAINING AND THE SENSOR
NETWORK

This chapter introduced a novel approach to LPG demodulation that utilizes
a commercially available FBG interrogator and a self-attention fully connected neural
network (SA-FCN). The proposed system leverages the strengths of both LPG and FBG
technologies, enabling multi-point sensing and enhancing cost-effectiveness. By employing
synthetic LPG spectra for model training, the SA-FCN effectively addresses the challenges
of limited measured data and achieves accurate and robust LPG demodulation. The
attention mechanism within the model allows for adaptive filtering of irrelevant features,

further improving performance and creating a robust sensor network.

The evaluation of the proposed system using real LPG spectra validated its effective-
ness, demonstrating high accuracy and generalization capabilities. The results highlight
the potential of this approach for practical scenarios where acquiring large measured
datasets is challenging. The simplicity, cost-effectiveness, and adaptability of the proposed
system make it a promising tool for advancing LPG sensing technology and facilitating its

widespread adoption in various applications.

However, it is important to acknowledge that the reliance on synthetic data for
training might introduce limitations in capturing the full complexity and variability of
actual LPG characteristics. Future research could explore the use of hybrid datasets,
combining synthetic and measured data, to further enhance the model’s robustness and
generalizability. Transfer learning and fine-tuning the model on in-field data could also be

promising, as well as domain adaptation techniques.
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7 CONCLUSIONS

In this thesis, the problem of interrogating long-period fiber grating (LPG) sensors
was addressed. The main goal was to develop a cost-effective and reliable LPG interrogation
system that could be easily deployed in the field. The main design constraint was to
develop an LPG-agnostic model, i.e., that could estimate the LPG sensor position without
any prior knowledge of its transfer characteristic. To achieve this goal, a novel approach

was proposed that combines a sparse optical filter bank and machine learning.

The proposed approach was thoroughly investigated through three distinct methods,
each building upon the previous one, with a focus on the resulting practicability. The
first method employed a static FBG array and a neural network to estimate the LPG
resonant wavelength. The second method refined this approach by incorporating an
improved preprocessing technique and a fuzzy inference system. Finally, the third method
introduced a self-attention-based fully connected neural network and the use of a traditional
FBG interrogator, enabling the use of FBG filters as sensing heads. A summary of the

proposed methods can be seen in Table 5.

The results obtained throughout this thesis demonstrate the effectiveness and po-
tential of machine learning in LPG sensor demodulation. The developed LPG interrogators
exhibited high accuracy, robustness to noise, and the ability to generalize to a wide range of
LPG sensors and FBG array configurations. The approach considered for the self-attention
model considerably improves the current state of FBG-LPG sensor networks. The use
of a well-established FBG interrogation unit coupled with the proposed self-attention
method allowed for the adaptive filtering of irrelevant features, further enhancing the
LPG demodulation. As a consequence, the method allowed the demodulation of any given
LPG cascaded to any FBG array. This has a significant impact on the sensing system’s
cost-effectiveness, since the cost-per-sensor reduces when more sensors can be interrogated

by the same optoelectronic device.

For developing and training such a complex machine learning model, the use

Table 5 — Features of machine learning methods for FBG-filter-based LPG demodulation.

LPG Optoelectronic Robust to Number of

Method

agnostic noise resilience FBG position sensing heads
Neural network v’ 1
Fuzzy inference Ve Ve 1
Self-attention v’ v’ v’ 14

Source: Author.
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of synthetic data proved to be a valuable strategy. Training with synthetic data was
crucial to overcome the limitations of acquiring large datasets containing diverse enough
measured data. Hence, future model topologies should not be limited by the amount of
data available for training, allowing the development of more robust and complex models
for LPG demodulation.

The main limitations found for the neural network and fuzzy inference methods
were regarding filter stability and cost. Note that the acquisition system needs a circulator
and photodetector per FBG. However, the increasing adoption of integrated photonics
might solve these two problems. Note that concentrating all filters into a small space
eases temperature control or compensation, and integration also reduces cost due to scale
manufacturing. The self-attention approach is mainly limited to a set of applications where
multiple sensors are needed, to compensate for the FBG interrogation unit. However,
the horizon for FBG demodulation systems is promising, with ever increasing number of

suppliers and cost-effective solutions.

Even so, the proposed LPG interrogation system offers several advantages over
existing methods, potentially addressing long-lasting challenges in the field. Its simplicity,
cost-effectiveness, and adaptability to different FBG array configurations make it a promis-
ing tool for various applications, including structural health monitoring, environmental
sensing, industrial process control, and biomedical detection. The use of machine learning
algorithms not only improves the accuracy and robustness of the system but also opens

up new possibilities for future research and development in this field.

Indeed, the perspectives for this research topic are promising. The continuous
improvement of machine learning topologies, models, and training strategies would benefit
the accuracy and reliability of the proposed demodulation paradigm. Such development
should be facilitated by the use of synthetic data. The use of residual networks, encoders,
adversarial generative networks, and in-field learning are promising approaches for future
research. Regarding training, the use of transfer learning and domain adaptation should
improve the performance over measured data substantially. So future research could focus

on:

o Model development: investigate the performance of models such as convolutional
neural networks (CNNs), recurrent neural networks (RNNs), and encoders, for LPG

demodulation.

« Knowledge transfer: investigate the use of transfer learning and domain adaptation
to further improve the performance of the models trained with synthetic LPG

spectrum.

o Sensor head: investigate the use of other wavelength-encoded sensors, such as

Mach-Zehnder and Fabry-Pérot interferometers.
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o Synthetic data generation: use of generative models to develop the training

dataset, physics-based simulators, or even physics-informed generative models.

In conclusion, this thesis has made significant contributions to the field of LPG
sensor interrogation. Different machine learning models and architectures were presented
and should provide a comprehensive guide to the development of others. The synthetic data
approach overcomes the time-consuming task of acquiring measured data and improves
the cost-benefit of machine learning for LPG demodulation. The results presented in
this thesis pave the way for further advancements in LPG sensing technology and its
widespread in-field adoption. By addressing the limitations of existing LPG interrogation
methods, this work has opened up new possibilities for the development of cost-effective,

reliable, and versatile sensing systems for a wide range of applications.
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