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Resumo

As exigéncias de localidade, positividade dos estados e positividade da energia dao origem
a comportamentos ruins dos campos quanticos em distancias pequenas (singularidades
UV). Quando tenta-se construir campos quénticos para particulas de spin s > 1 que
satisfazem esse principios fundamentais, acaba-se ganhando interagbes nao-renormalizaveis.
Para spins um e dois, existem campos, no contexto de teorias de calibre, com o mesmo
bom comportamento UV que o campo escalar para spin zero. Entretanto, é necesséaria a
introdugao de um espago de estados nao-fisico, assim como campos nao-fisicos (ghosts).
Motivado por trabalhos anteriores, nds investigamos campos quanticos, para bodsons
massivos de spin arbitrario, possuindo o mesmo comportamento UV que o campo escalar
(s = 0), porém que agem num espaco de Hilbert sem ghosts e sdo covariantes por
transformacoes de Poincaré. Esses campos, entretanto, nao possuem mais localizacao
pontual, estando localizados, ao invés, em semi-retas no espaco de Minkowski que se
extendem em diregoes tipo-luz (strings tipo-luz).

Palavras-chave: Campos quanticos. Localizagao em strings. Localizacdo em strings

tipo-luz. Singularidades das fung¢ées de dois pontos.






Abstract

The combined requirements of locality, positivity of states and positivity of energy lead to
bad short distance behaviour of quantum fields (UV singularities). When one tries to build
quantum fields for particles of spin s > 1 that still satisfy these fundamental principles,
one ends up with non-renormalizable interactions. For spin one and two, there exist fields
in the context of gauge theory with the same good UV behaviour as the scalar field for
spin zero. However, for this one has to introduce an unphysical state space, as well as
unphysical fields (ghosts). Motivated by previous works, we begin to investigate quantum
fields, for massive bosons of any spin, that have the same good UV behaviour as the scalar
field (s = 0), act in a Hilbert space without ghosts and are Poincaré covariant. These
fields are, however, no longer point-local, being localized instead on semi-infinite lines in
Minkowski space extending to lightlike infinity (lightlike strings).

Keywords:Quantum Fields. String-localization. Lightlike string-localization. Two-point

functions singularities
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Introduction

One can say that quantum field theory tries to combine the principles of quantum
physics and classical relativistic field theory, e.g. eletromagnetism. In this point of view,
fields are the necessary objects to implement the interaction between matter particles.
An interesting result that hints at this is the so-called "No-interaction” theorem [1]. The
main realm of quantum field theory, is the theory of elementary particles, that speaks
of the fundamental components of matter and its interactions. Furthermore, this theory
often presents an incredible agreement between theoy and experiment. This success comes
from a broad arsenal of powerful modelling methods, based on quantization of classical
interactions and the gauge principle. However, these methods often tend to break the

fundamental principles inherited from relativity and quantum physics.

From quantum physics, one has that the states of a system (electron in a Hydrogen
atom, electron in a metal, photons...) must be described by vectors in some Hilbert space
and the observable quantities are represented by self-adjoint operators on this space.
Relativity talks about Spacetime, its causality structure and how different observers access

the infomation on a system. For short, one has basically three fundamental principles

o Relativistic Covariance: tells how different observers extract infomation from a

system.
 Locality (Einstein causality)

 Positivity of the states (Hilbert space positivity): for a probabilistic interpretation

of measurable quantities

However, these principles lead to bad short distance behaviour of the quantum
fields (ultraviolet singularities), which destroys the predictivity of models describing the
interaction of some types of particles. Well-known prescriptions for getting quantum fields
with better UV (ultraviolet) behaviour usually breaks the principles, e.g. introduction
of unphysical state space (non-positivity) and unphysical fields [2]. One alternative that
keeps the Hilbert space positivity and covariance, yielding a good UV behaviour are the
so-called spacelike String-local fields [3, 4]. In this work we begin to explore the alternative,

hinted in [4, footnote 3], of lightlike string-localized fields, for massive bosons.

This dissertation is divided in two chapters. The first chapter starts with a section
revising key concepts on the structure of spacetime, how relativistic covariance enters in
quantum mechanics and the description of multi-particle systems. Then, we talk about the

usual point-local fields and use them to ilustrate the fundamental principles and important
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aspects related to interaction, such as renormalizability. Following that we introduce the
lightlike String-local fields.

The second chapter is divided into three sections. The first section contains the
geometrical (Minkowski geometry) results on lightlike strings such as the time ordering,
causal separation, separation by wegdes, among others. In the second section we construct
the lightlike string-localized fields from the concept of Wigner intertwiners and explore
the particular case of string fields given by line integral over pointlike fields. In the third
section is the result on the scaling degree the two-point functions of the lightlike string
fields.
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1 General Aspects of Quantum Fields

1.1 Preliminaries

In this section we give a brief overview of key aspects of the theory of relativity
and how it steps in quantum physics by giving a characterization of fundamental particles
[5]. We also introduce the structure of Fock Space, which is needed for studying systems

with a undetermined number of particles.

1.1.1 Relativistic spacetime

When working with quantum field theory (QFT) in the contex of high energy
physics it is essential that we take into account the relativistic nature of particles (in
contrast, many applications of QFT in condensed matter physics do not consider this
relativistic nature). Hence we start by giving a overview of the key concepts of the theory

of special relativity.

The theory of relativity abandons the galilean view of independent space and time,
and consider them as parts of a new entity, namely spacetime. Points in spacetime, called
events, are idealizations of real world (objective) occurences happening in a small region of
space and taking an instant. Denoting spacetime by M, an event x € M can be described
by an element of R x R? = R*,

= (2° 2!, 2% 2%) (1.1)

with 2° = ¢t and ¥ = (2!, 22, 2%), where c is the speed of light, ¢ is the time and ¥ is
the position vector relative to a frame of reference. The fundamental principle of special
relativity is the constancy of the speed of light with respect to all inertial reference frames
(inertial observers), ie if

(2 — )2 — | — g2 = 0* (1.2)

in one frame of reference then this also holds in another uniformly moving frame
(@ =y =17 =7 =0 (1.3)

Using this, one can prove that the quadratic form ¢ (spacetime interval), given in one
frame by
q(r,y) = (2° —4°)* = |7 — §I*, where 2,y € M (1.4)

L The events x,y satisfiying this condition are those who can be connected by a light ray
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does not depend on the choice of the frame, ie
|

(27 = ") = |7 = gI* = q2) = ¢'(2) = (2" = y"°)* = |7 — ¢ (1.5)

Apart from events, one can also define vectors in spacetime (also called four-vectors) in
the following way:

First, given two pairs of events (x1,4;), (T, y2) € M2, define equilavence relation
(371, 3/1) ~ <x27 3/2) = yf - .I"lf = yg - .I'g, for n= 07 17 27 3 (16)

here i labels coordinates for the events with respect to some reference frame. This relation
is well-defined if one only allows linear inhomogeneous change of coordinates ? (further on
will be clear that this restriction is sufficient). Second, define a four-vector as a equilavence

class of this relation and denote the space of all four-vector by D(M).

Now lets look at the transformations that preserve this quadratic form (that relate

different uniformly moving frames),ie the transformations L such that
Vo € M: q(Lz, Ly) = q(z,y) (1.8)

The set of all such transformations form the so-called Poincaré group P. Every Poincaré

transformation can be written as
(Lx)! = a" + ALz (1.9)

where a € R* and A is a (linear) Poincaré transformation that leaves the origin fixed,
called a Lorentz transformation.

Given two Poincaré transformations (aj, A;) and (ag, As), their group product is

(al, Al)(al, AQ) = (a1 + Alag, AlAg) (110)

Let x,y € M and denote the four-vector they form by m Notice that every
Poincaré transformation is a linear inhomogeneous transformation, hence our definition
of four-vectors holds in every inertial frame, furthermore ¢(z,y) only depends on the
equilavence class (vector), allowing one to define ¢ (@) := q(z,y). One important

remark is that given a reference frame, one can identify M to D(M) (and both to R*) 3

The quadratic form gives rise to a indefinite inner product. Given v, w € D(M),

1
v-w::Z{q(v%—w)—q(v—w)},where r,y € M (1.11)

2 A linear inhomogeneous transformation of coordinates is of the form:

x" = Al xh 4 b (1.7)

where A is a invertible matrix and b € R%.
Let z,y € M. Given a reference frame, consider the event o = (0,0,0,0) (the origin), then z can
be indentified to the four-vector (o, z) and the four-vector (x,y) can be identified to the event with

coordinates (y° — 2, ¢ — ¥) (motivated by this, we will denote the vector (x, y) also by y — z).

3
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in a frame of reference it takes the form

veow = 0w’ — 7w (1.12)
and one also has that
q(v) =v-v =17 (1.13)

Spacetime endowed with this invariant quadratic form (and consequently with this inner

product) is called Minkowski space.

The Lorentz transformations form a subgroup £ C P, the so-called Lorentz group.
The transformation A € £ can also be characterized by being a linear map that preserves

the inner product

Vo,w € D(M) : Av- Aw =v-w (1.14)
The Lorentz group decomposes into the following connected components:

« L1 (proper orthochronous Lorentz group): detA = 1, A} > 1. These transformations

preserve space and time orientation.
. Ei: detA =1, AJ < -1, eg —1
e LT:deth =—1, A > 1, eg parity P(z°, %) = (2°, —7)
e LY:deth =—1, A) < —1, eg time reflection T(2°, %) = (—a°, %)

The Poincaré group P decomposes accordingly, but only elements of the 771 component

correspond to physically realizable transformations, making it the relativistic invariance
group.
Let’s introduce some key definitions and concepts on the causal structure of

spacetime.

Definition 1. Consider a four-vector v € D(M), one says that

(i) v is timelike if V> =v-v >0
(ii) v is lightlike if v> =v-v =0
(iii) v is spacelike if v> =v-v < 0
Definition 2. Given x € M and R C M, define
(i) The future lightcone of x: Vi (z) :={y e M|(y —x)* >0 A (y —z)° > 0}
(ii) The past lightcone of x: V_(z) :={y e M|(y —2)* >0 A (y—x)° <0}

(iii) The boundary of the future lightcone of x: OV, (x) :={y e M|(y —x)? =0 A (y —z)° > 0}
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W e boundary of the past lightcone of x: OV_(x) := {y € y—xz) =0 A (y—x)" <
The bound f th ligh fa: oV M 2=0 0<0

(v) Vi(x):=Vi(x) UdVi(x)
(vi) The causal complement of R: R :=={z e M|Vy € R: (z —y)* < 0}

Definition 3. Given z,y € M and R, R C M, define the following notions:

(i) R and R are said to be causally disjoint if R C (R) (& RC R')

(i) Time ordering of events: y succeeds x, writing y = x, if y ¢ V_(x)

(iii)) R~ RVt € RVi € R:z > &
Remarks:

(i) All these notions are invariant under the proper orthochronous Lorentz group Ei.

(i) A v € D(M) is said to be causal if v* > 0. One says that a causal four-vector
v is future[past]-directed if v° > 0[< 0], for some reference frame. Given this
characterizations, one can stablish a cone structure in D(M) 4 defining Vy := {v €
DM)[v* > 0 A v° > 0[< 0]}, Vi := {v € DM)|v* > 0 A v° > 0[< 0]} and
Vi :={veDM)v>=0 A v° > 0[< 0]}

(ili) Consider v =y — 2« with x,y € M. If v is timelike, then there exists one observer
(velocity smaller than ¢) that can witness both x and y; if v is lightlike, one has that
x and y can be connected by a light signal and; if v is spacelike, then x and y could
only be witnessed by a observer traveling faster than light (impossible), in that case,

one says that « and y are causally separated (or causally disjoint).

(iv) y = z is equivalent to the existence of a reference frame for which y° > z°.

(v) The set Vi (x) consists of all events that can be influenced (either by a observer of
light signal) by x € M and, analogously, V_(z) consists of all events that influence
x € M.

For clarity sake, we stress the difference between the relation > from the relation <

found in [6, 7]. These authors say that x causally preceeds y (z < y) if y € V., (z),

and call V (z) the causal future of z. The adopted definition, y > x, contains the

case ¢ < y, but allows also the case where x and y are causally separated.

4 Actually, in General Relativity the causal structure (cone structure) given by the indefinite inner

product is initially defined for four-vectors
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1.1.2 Poincaré symmetry in Quantum Mechanics and Integer Spin Represen-

tations of the Poincaré Group

Here we provide some key definitions and results on how the theory of relativity is
combined with quantum mechanics giving rise to the Wigner characterization of elemetary

relativistic quantum systems (particles).

The states of a quantum system are described by rays in a Hilbert space (H, (-,))
. A Poincaré transformation L € 731 transforms single particle states into single particle

states,
O Trd =V (1.16)

The system has Poincaré symmetry (relativistic symmetry) if all physical properties are
left invariant under all transformation TL, ie for all &, ¥ € H the transitions probabilities

(ray products)

2 G (@, T)?
(®,0) = 21 (1.17)
1> wf?
must remain the same,
(Tp 8, T,0) = (b, 1) (1.18)

For such transformations T}, that leave the ray product invariant, one has the following

theorem by Wigner [§].

Theorem 1. Let T' be an invertible and ray product preserving map of the rays of a Hilbert
space H. Then there is an invertible, R — linear and isometric map T : H — H with the
property

Td =T, for d € H (1.19)

T is unique up to a factor of modulus 1 and is either unitary or antiunitary.

For the case of L € 771, Ty, is unitary. If one performs two Poincaré transformations
Lq and Lo, one has that

T1,Tr, = Tr,1, (1.20)
and for the operators 717, it follows
TLlTLg = eiw(Ll’[Q)TLle, with w(Ll, LQ) eR (121)

The map L € 771 — T, satisfiying the condition above is a so-called ray representation or
projective representation of the Poincaré group. Fortunatly, there is another theorem by

Wigner and Bargmann[8] that provides a true representation, rather than a projective one.

5 A ray in a Hilbert space is a set of the form:

& := {¢®|c € C} = CP, where € H (1.15)
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Theorem 2. For every continuous ray representation L — 1r of the proper orthochronous
Poincaré group 731 there is a strongly continuous unitary representation U of the twofold

covering group P° 6 such that

A

Ula, A)® = T, p(a)® (1.29)

with the covering map A.

Now we give the Wigner definition of a elemetary particle: The Hilbert space of states
of a elemetary relativistic particle is the representation space of a irreducible, continuous,
unitary positive-energy’ representation of P¢. What remains is the mathematical problem

of determining this representations.

Quoting the result on the classification of the irreducible representation: The uni-
tary irreducible positive-energy representations of 771 are labeled by the mass m > 0 and
spin s € %NO. In this dissertation, we will consider only massive particles (m > 0) of
integer spin (s € Np), ie bosons, and thus recall explicitly only these representations.

A integer spin representation U (m5) can be viewed as a true representation, ie a represen-

tation of 731 and not of the covering group P¢, thus

U pl s B(H ™) (1.30)
(a,A) — U™ (a, A) (1.31)

6 The group 731 is two-fold connected with covering group being the so-called inhomogeneous SL(2,C),

which we will denote as P¢. This group consist of pairs (a, A) with a being a translations and
A € SL(2,C). The group SL(2,C) is the covering group of El with covering homomorphism

A:SL(2,C) — L1 (1.22)
A A(A) = Ay (1.23)

defined in the following way:

1. Consider the bijective linear map

0 (1.24)

0 3 1_ ;0.2
0 S o T+ T —x
= ]1 . = . P
gz=zl+az.0 <x1+z:r2 :r:c)
from Minkowski space into the space of hermitian 2x2 matrices, where & = (01, 09, 03) are the
Pauli matrices. It holds that

detr =z -z = 2* (1.25)
2. A(A) is then defined by:
Apxz = Az A* (1.26)
One can see that for Ay, Ay € SL(2,C),
Aaya, = AayAa, (1.27)
and
AAl = AAQ =4 A1 = :|:A2 (128)

This equation ilustrates the double cover, since A and —A define the same Lorentz transformation.
This means that the spectrum of the energy-momentum operators, the generators of translations, is
restricted to V4
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with H(™* being the representation space (ie single-particle space) and B(’H(m’s)) the
space of all bounded linear operators on it.
The spin characterizes an irreducible unitary representation D) of the little group

(stabilizer group) in El of a reference momentum p on the mass shell for m > 0,
Hf :={peR'p-p=m* p’ >0} (1.32)

This subgroup is the rotation group, SO(3), and the representation D) acts in C**!, the
so-called little Hilbert space. The representation U is induced by D) as follows:

o H™) = L2 (HF dpiy,; C**1), where dy,, is the Lorentz invariant measure on H.}.

o U9 acts according to
(U™ (a, A)ip)(p) = €7D (R(A, p)) ¥(A""p) (1.33)
Here R(A,p) € SO(3) is the so-called Wigner rotation, defined by
R(A,p) == B, 'ABy-1, (1.34)

where By, p € H, is a family of Lorentz transformations such that B, : p — p.

This representation extends to the full Poincaré group by adjoining representers for the
space reflection P (or parity transformation) and the time reflection 7' = —P. Indeed,
all integer spin representations D) extend to O(3), and by an appropiate choice of the

family B, the representation U (m5) extends naturally to the parity transformation by

(U™ (Pyy)(p) = D®(P) ¥(Pp). (1.35)

Similarly, one can adjoin an anti- unitary representer of the time reflection to the

representation of O(3), and one can define an anti-unitary involution U™ (T') by

(U(T)) (p) == D(T) vo(~Tp). (1.36)
(See [4] for details.) Note that the anti-unitary representer of the PT' transformation
PT = —1 is now given by
(U (=1)0) (p) = DO (=1) w(p), (1.37)
where D®)(—1) is the anti-untiary operator D®)(T)D®)(P).
Given a reference system, we identify the momentum space to R*: p — (pg,- -+, p3).

The Lorentz product then reads p-p = p3 — |p]? with |p]> = p? + p3 + p3. The Lorentz

invariant measure on the mass shell is

B3y
dpm(p) = 2om(F)

We choose the reference system such that the reference momentum p is identified with

. wa(@) = (1512 +m?)s. (1.38)

(m,0) in R%. Then the space- and time-reflections are given by

P: (2 2)— (2° —2), T:(2° 1) (—2° ). (1.39)
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1.1.3 Fock space

So far we only talked about single-particle spaces, however is of the most interest
to treat systems with an undertermined number of particles, ie systems where one can
have creation and annihilation of particles. The method of passing from a single-particle
description to a multi-particle description is often called second quantization. We provide

some of the key definitions and concepts along the lines of [9, 10].

Consider a arbitrary single-particle Hilbert space, Hi, eg Hi = L*(R?), spinless
non-relativistic particle, or Hy = H ™%, spin-s relativistic particle. The Hilbert space that

describes a n-particle system is obtained as follows: First, consider the Hilbert space

H, =HI1QHI ® - H; EH1®n (140)

n times

A typical vector on H,, is of the form
q)n:¢1®¢2®"'®¢n7 Where¢17"'¢n€%1 (141)

or is given by a linear combination of such vectors. The inner product on H,, is given by

(U, @p)n = (V1,01)1 - (Vs P 1 (1.42)

with (+,-); being the inner produc on H;.

Then, we must take into account that quantum particles are indistinguishable and, con-
sequently, obey either Bose-Einstein or Fermi-Dirac statistics. The states ®,, must be
substituted by either

1
n: TESy
or 1
B d, =~ SGN(T)Pr(1) @« + @ Pr(n) (1.44)
n. TESy

where S, is the symmetric group on n letters and sgn(m) is the sign of the permutation = €
S,.. The operators E" and E are projection operators ® to, respectively, the symmetrized
(bosonic) and anti-symmetrized (fermionic) parts of H,,. The true physical n-particle spaces

are

HE = EFH, & (1.47)

Having the description of multi-particle systems with a fixed number of particles,

we now want to describe a system that can be in any multi-particle state (ie a system with

8 EF satisfy:

(Ey)’ =E; (1.45)
Vo, ¥, € H, : (¥, ETD), = (EXv,, ), (1.46)
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an undertermined number of particles). In order to do this, one introduces the Fock space
HE=F (H1)=PH; (1.48)
n=0

where Hy = C. The state 2 = (1,0,0,---) is the so-called vaccum state . An element of

H* is an infinite sequence of states
(1)2(07@1,---,(1)7“---) (149)

with ¢ € C and ®,, € HE. The Fock space is also a Hilbert space, with inner product

o0

(®,0) :=> (Vy, Dp)sn (1.50)
n=0
and all ® € H* have finite norm, ie
2] = >_ [|®nlly < o0 (1.51)
n=0

Now we introduce operators some important operators on H*. Given a unitary operator
Uy on Hy; eg Uy = U™ (a, A), the operator that implements the Poincaré transformation
(a, A) from last section; one defines the so-called second quantization U of Uy, that acts
on H*, by

UQ =0 (1.52)

(U®D), = (é Uy)®, (1.53)

The operator U does not change the particle number of the system, but there exist
operators that do change. The creation operator a*(¢) creates a particle in the state

o€ H

a*(¢)®)n = VNE, (¢ © Bpy);n=1,2,--- (1.55)

Given the creation operator a*(¢), one defines the annihilation operator for a state ¢ € Hy,

a(¢@), as its adjoint. The vaccum state is characterized by the property
Vo€ Hi:alé)Q =0 (1.56)

One can also determine the commutation/anticommutation relations for the creation and

annihilation operators, those being
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The + sign stands for commutation (bosons) and the — sign stands for anticommutation

(fermions).

As we stated in the last section, in this dissertation we will only consider bosons.
An important remark, however, is that we previously refered to bosons as massive particles
of integer spin, in contrast to the above definition of them as symmetrized n-particle states.
The equilavence of the two characterizations is a general feature of Relativistic Quantum
Field Theory, namely the Spin-Statistics theorem [11], which asserts that integer spin
particles obey Bose-Einstein statistics and half-integer spin particles obey Fermi-Dirac

statistics.

1.2 Free quantum fields

Having determined the state spaces and the relativistic transformation laws of the
various types of relativistic particles and constructed their Fock spaces, for the description
of multi-particle states, ones aim now is to construct operators that create particle states
from the vaccum. These operators are called free quantum fields and are built from
creation and annihilation operators. Quantum fields are going to be used for building
the S matrix, central object of the description of scattering experiments involving the

interactions between the given particles, and for this one requires that the fields satisfy

« Relativistic Covariance
 Locality (or Einstein causality)

« Positivity of the states (for a probabilistic interpretation)

1.2.1 The point-local Scalar and Vector fields

Let’s ilustrate these properties with scalar and vector fields, since we are only

treating integer spin particles.

(i) Scalar field:

Given the representation U9 of a massive spinless particle acting on L2(H}, dp,)

(state space) and writing symbolically the creation and annihilation operators as

@) = [ dun(p)ep)a’(v) (1.59)
a@) = [ dun(p)bplap) (1.60)

9 The representation of the little group is trivial
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where ¢ € L*(H,", du,,), one constructs the field as

('0 % /dﬂm PR *( )+e—ip'$a<p)) (1.61)

remembering that this expression must be understood in the sense of distributions.
©(z) is an operator-valued distribution in the sense that its matrix elements are

tempered distributions °.

The positivity of states follows from the construction. The scalar field transforms

under a trivial representation of Pl
Ula, A)p(z)U(a,A)" = p(a+ Az) (1.62)
where U is the second quantization of U™, The locality is expressed as follows

[o(x), 0(y)] = 0, if (x —y)* <0 (1.63)

, 1.e. the field 'operator’ commutes with respect to causally disjoint events (that are
points in M, thus the denomination point-like fields/localization). An important
remark is that the locality of the field is equivalent to the symmetry of the so-called

two-point function,

wscl(

v —y) = (2 e(@)py)Q) = (@) / A (P (L64)

with respect to the interchange x < y.

Vector field:

Given the representation U™ of a massive spin-1 particle acting on L2(H, djt,,; C?)
(state space), one can construct the so-called Proca field A7, as in [8].
The positivity is also satisfied by construction. The field is hermitean and it transforms

under P, (covariance) as
Ula, \)AY (z)U(a, A)" = A, AY(a + Ax), (1.65)

AP is (point-)localized in the same sense as the scalar field

(AP (), AD(z)] = 0, if (z — y)? <0 (1.66)
and its two-point function is given by
Wl (x — y) = (QAL() AL(y)Q) = (27)" / djim(p)e™ VML, () (L67)
where
Pubv
Mgu(p) = —Guw T :12 (168)

10 A tempered distribution is a distribution over the so-called Schwarz space, S(R*), of rapidly decreasing
C* functions on R*
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An important remark is that higher spin(s > 2) local covariant free fields can also
be contructed using the so-called Wigner intertwiners, which for point-local fields can
found in [8, 12].

1.2.2  Considerations on interacting point-local fields and ultraviolet (UV)

divergences

The combined requirements of locality, positivity of states and positivity of energy
lead to bad short distance behaviour of quantum fields (UV singularities). In the construc-
tion of interacting models one starts from a given set of particle types with corresponding
free fields and an interaction Lagrangean L;,;, which is a Wick ordered polynomial of free
fields [9] and describes the coupling between the various particles. Let g be a test function.

The S matrix is given by the formal series of operators
n=0 """

where T'- - - denotes the time-ordered product, eg

. Lint(z) Ling(2') , se x = a
TLina () ()] = § ne

int(@) Line(x) , se a’ = @

The Physical S matrix is obtained by taking the so-called adiabatic limit where g(z) goes
to a constant (Infrared problem). The time-ordered distributions are recursively fixed only
outside the set of coinciding arguments, eg T'[ Ly (x) Lin(2')] is fixed only for x # 2/, and
the extension into this set is unique only after specifying some normalization constants
(UV problem) , which is done so as to satisfy physically motivated (re-)normalization
conditions. If the number of normalization constants increases without bound with the
order n of the series, the theory is called non-renormalizable, now if the total number
of constants appearing in all orders is finite, then the theory is called renormalizable. A

non-renormalizable theory has a weaker predictive power.

These time ordered products T[Liu (1) - -+ Line(2,)] can be expanded using Wicks
Theorem [9] in a sum involving the time-ordered two-point functions, eg considering
T[Lint(x) Lint(2')] with L =: ()1,

T:p(a)’: @) = p(x)’e(a)’: +9(Q, To(x)p)Q): p(z)pa)?: +
+9(Q0,T: p(x)?: : p(a)?: Q): p(x)p(@): +(Q,T: o) : pa)?: Q)

The UV behaviour of the time-ordered distributions can be traced back to the UV behaviour
of the two-point functions, and the UV behaviour of the latter is determined by its so-called

scaling degree.
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The scaling degree of a two-point function w(x —z’) quantifies its singular behaviour
when £ = x — 2/ = 0, ie a scaling degree w means that w scales like \™ under £ — .

Let us give the precise definition:

Definition 4. Let u(§) be a distribution on R*. We define the scaling degree of u, denoted
by sd(u), as !

inf {¥f € DR") : X*(uy, f) *= 0} (1.70)

w€eR
where the rescaled distribution uy is defined as

(un, f) = (u, f2) with f(€) = X F(ATE)

The knowledge of the scaling degrees of the two-point functions allow us to calculate
the so-called scaling dimension of the interaction Lagrangean. This scaling dimension is
defined as follows: the scaling dimension of a free field is half the scaling degree of its
two-point function and the scaling dimension of a Wick product of different fields(eg an
interaction Lagrangean) is the sum of the scaling dimensions of the fields. The scaling
dimension of the interaction Lagrangean allows to inquire about the renormalizability
of the given model in the sense that if the lagrangean of a given model (in 4 spacetime

dimensions) have scaling dimension larger than 4, then the model is non-renormalizable[9)].

The point-like scalar field has a good UV behaviour, since its two-point function
scaling degree is 2, however like we stated in the begining of the section, the requirements
of locality and positivity (of states and energy) on the fields lead to a bad UV behaviour,
more precisely[4, 12], the optimal scaling degree for a spin-s quantum satisfiying the above
assumptions is 2s 4+ 2. The Proca field AP has scaling dimension 2. The high scaling
degrees for these fields excludes its use in the pertubative (S matrix given by a formal
series) construction of renormalizable interacting models for s > 1. For spin one and two,
there exist fields in the context of gauge theory with the same good UV behaviour as the
scalar field for spin zero (scaling degree 2)[2]. However, for this one has to introduce an
unphysical state space (unphysical in the sense that it contains stated with negative norm,
not allowing a probabilistic interpretation), as well as unphysical fields (ghosts). In the
contruction of interacting models, the unphysical degrees of freedom have to be divided

out in the end by requiring gauge (of BRTS) invariance of observables and the S matrix.

1.2.3 The alternative of String-localized Quantum Fields

Like was pointed in the previous section, when one tries to build quantum fields
for particles of spin s > 1 that still satisfy the fundamental conditions of Hilbert space
positivity, Poincaré covariance and Einstein causality (locality) one ends up with non-

renormalizable interactions. Some ways to avoid the non-renormalizability break one or

11 D(R*) is the space of compactly supported test functions on R*
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more of the fundamental conditions we stated. However in [4], (continuing the work done
on [13, 3]) were constructed free quantum fields for massive bosons of any spin which have
the same good UV behaviour of the scalar field, act in a Hilbert space without ghosts and
are Poincaré covariant. The price to pay is that these fields are no longer point-local , in

the sense of (1.63), but are localized in semi-infinite lines
See =1+ Rfe (1.71)

where x € M and e is a spacelike vector, the so-called (spacelike) Strings. These fields are
thus called string-localized fields. In this dissertation we begin to explore the alternative,
hinted in [4, footnote 3], of lightlike string-localized fields.

A quantum tensor field localized on lightlike strings is a mutliplett of operator-
valued distributions ¢y, ..., (z,e), where z is a point in Minkowski space and e is in the
forward light cone OV, = Hy 2. It is a distribution in x and a function in e , that is to say,
it needs to be smeared only in x. This is an advantage in contrast to spacelike string-local

fields, since they must be considered as distributions also in e.

The lightlike string emanating from z in the direction e, S, . := z + R{e, is the
localization region of ¢, ..., (¥, €) in the sense of compatibility of quantum observables:
If the strings S, . and S,» s are causally disjoint for all ” in an open neighborhood of 2,
then

[(pul-"uk (l‘, e>> Pu-ph, (CE/, 6/)] = 0. (1'72)

It is further required that the family transform as a tensor under a unitary representation

U of the proper orthochronous Poincaré group 731:
U<a7 A) (p,ul“'uk (I, 6) U(CL, A>71 = Pay-ay (CL + AZE, Ae) Aal#l e Aakﬂ}w (173)

where a € R? is a translation and A is a Lorentz transformation. (We use Einstein’s sum
convention in repeated Lorentz indices.) We say that the field is a free field for a given
particle type if it creates from the vacuum only single particle states of the given type.
Like stated before, we consider here only massive bosons, i.e.particles with positive mass,

m > 0, and integer spin, s € Nj.

12 Note that HOJr is the mass-shell for m = 0
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2 Definitions, constructions and results on

Lightlike String-local Quantum Fields

The chapter is divided into three sections. The first section contains the geometrical
(Minkowski geometry) results on lightlike strings such as the time ordering, causal separa-
tion, separation by wegdes, among others. In the second section we construct the lightlike
string-localized fields from the concept of Wigner intertwiners and explore the particular
case of string fields given by line integral over pointlike fields. In the third section is the

result on the scaling degree of the two-point functions of the lightlike string fields.

2.1 Geometrical results on Strings

We start by remembering the key definitions (2,3 from section 1.1.1) concerning
the causal structure on M.
Given z,y € M and R, R C M,

cyrrisy¢V(z)

e R-R:eVreRVieR:z- &

e« R:={zeMMWyeR:(z—y)*<0}

« R and R are causally disjoint if R C (R)’

We also introduce the important concept of an wedge following [14, 15]. We give two

equivalent characterizations:

0

o Given a reference frame such that M 3 z = (2°, 2!, 2%, 23), we define the standard

Wedge W, as
Wy = {:L’ cRY 2! > ‘JJO‘}, (2.1)

All other wedges are defined as Poincaré transforms of W7, ie
W =AW, +a , for (a,A) € Pl (2.2)
o Let e, e € OV, linearly independent and z € M. One defines a wedge as the following

set:

W(z;e,e):={yeM|(y—z)-e>0 A (y—2z)-€ <0}
(2.3)
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In the following subsections we present our propositions concerning the causal properties

of the strings.

2.1.1 Causal complement, causal disjointness and wedge separation

Proposition 1. Let S, . be a future-directed lightlike string. Then,
(See) = {yGMI(y—x)2 <0 A (y—x)-eZO}

Proof. Let y € (S..)’, which also reads as Vo € R{ : [y — (z + ae)]? < 0. However

0

[y = (z+ae)l’ = (y —2)* — 2a(y —x) e+ a’ee” <0

o For a =0, one gets (y — ) < 0.

o For a # 0 one gets (y — z)? — 2a(y — x) - e < 0, however

2

(y—z)" —2ay—x)-e<0=(y—x)-¢>0

because otherwise there would exist an oy € R such that

2

(y—z)° =200y —x) - >0

which is a contradiction.
Therefore, (S,.) C{yeM|(y —z)* <0 A (y—=x)-e>0}.

Now lets prove the other inclusion (D).
Consider y € M such that (y — z)? < 0 and (y — ) - ¢ > 0. Then,

Va € R} : [y—(v+ae)]* = (y—x)z—Qa(y—a:)-e+a2M"O =(y—2)*—2a(y—x)-e<0
—_— ——
<0 >0
<0
Therefore, (S,.) 2{y e M|y —2)* <0 A (y—x)-e >0} O

Proposition 2. Let S, . and Sy be future-directed lightlike strings. Then,

Spe C(Swe) ©@—2)P<0A (@—2)-e>0 A (z—2)e >0

Proof. Lets prove the two implications:

(=) Using proposition 1, one gets:

Spe C (Spe) ©VaeRS: [(z+ae) =2 <0 A [(x+ae)—2]-¢ >0
(@) (i7)
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(i) Ya e RY: (x — 2/)? + 20(z — 2') - e + a2e—e’ < 0

e For all @ =0, one gets (z — 2')? < 0

« For all a # 0, one gets (x —2').e <0 (& (2 —x).e > 0)
(because otherwise there would exist a g € Ry s.t. (i) > 0.)

>0

—
(i) Va e R{: (x —2') - +ae- ¢ >0
e For a =0, one gets (x —2')-€ >0
(<) Let z,2" € M and e, ¢’ € D(M) such that
(-2 <0 A (@—2)-e>0 A (z—2)e >0

and take o € R{. One then gets

. [(x—l—ae)—x’]zz(:E—w’)2—|—2a(x—:p')-e:(x—x’)2+zg/(x—a:')-e<0

J— / . ,: J— / . ! . /
e [(x+ae)—2a]-¢=(x—2a") e +ae->0
>0 >0
Therefore, Sy C (Sy o) H

Corollary 1. Let S, . and Sy o be future-directed lightlike strings. There exists a neigh-
borhood U’ of x' such that
Vaj‘” I~ UI : 5176 C (;S’:E//’e/)l7

if and only if,
(x—2)P<0A (@-2)-e>0 A (x—2)€ >0

Proof. (<) Consider the following functions ¢; : 2" € M +— ¢;(2”) € R, i = 1,2, 3, given
by

q(z") = (2" — z)?

Q") = (2" —x)-e

g3(z") = (x —2") - €
One has that g1, g2, g3 are all continuous functions and furthermore, ¢;(2') < 0 and g2 3 > 0.

Since continuous functions preserve its sign in a neighborhood of a point, there exists a
neighborhood U’ of 2’ such that

V" e U qi(2”) <0 A qo(2”) >0 A g3(2") >0

which implies that
\Vlajll c U/ . S:r,e C (Sx//ﬁ/)/
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(=) One has that

Vo' e U (z— 2" <0() A (2" —2)-e>0(I1) A (z—2").e >0(II)
A

The first condition, (I), gives (z — 2’)* < 0, since 2’ € U’. By the same token, conditions
(I1) and (IIT) yield
(' —x)-e>0 A (z—2")e >0

', since, in this case, the open

Note that one cannot have (' —z)-e =0 = (z —2').e
neighborhood U’ of 2’ would contain points z” satisfiying (x—z").¢/ < 0 and/or (2" —x).e <

0, which is a contradiction. O

Proposition 3. Let S, . and Sy o be non-parallel, causally disjoint, future-directed lightlike
strings. Then, there exists a pair of wegdes Wi, Wr such that W} = Wg, Wk = W,
Sa:,e g WL and Sx/,e’ g WR-

Proof. By proposition 2, the fact that the strings are causally disjoint reads as
Spe C(Swe) ©(@—2)Y<0A (@—2)e>0A (xz—2")e >0

Furthermore, one must have e # €, since the lightlike strings are non-parallel. Lets

explicitly contruct the pair of wedges. Define

x4 x+ 2
Wg = {y € Ml[y — ( )-e>0 A fy—( )] - ¢ <0}
x4+ x4
We={y eMlly - (=5—)-e<0 A [y—( )] - ¢ >0}
Notice that W} = Wg, Wj = W, and that:
. Sx’,e’gWR
Let o € Ry.
/ / 20 20
— 11— ——
[(x’+ae’)—(x—;x)]-e:[x2x—l—oze’]~e:2(x’—x)-e+ae"e>0
x4+ ¥ —x 1 = -
(" + ae’) — ( 5 )€ =] +ae]l-d==(2' —2) ¢ +ae -e<0
® Sx,egWL
Let a € R.
/ / 1 =0 =0
— —_—N— DA
[(:E+ae)—(x—;x)]-e—[$2x —l—ae]-e:§(x—x')-e—l—oz€/-\e§0
/ / 20 20
— 1 —— —
[(az+ae)—(x—gx)]-e':[x2x+ae]-e’:Q(x—x’)-e'—l—oze-e’zo
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]

Corollary 2. Let S, . and Sy . be non-parallel, future-directed lightlike strings. If Sy . and
Sy e are causality disjoint for all " in some open neighborhood on ', then there exists a
pair of wegdes Wi, Wr such that W| = Wg, W =Wp, Spe C W and Sy C Wh.

Proof. By the corollary 1, we have that
(z—2)P<0A (@ —2)e>0 A (x—2")€e >0 (2.4)

Using theses inequalities one can show that the same wegdes of proposition 3 perform the
separation S, . € Wr, Sy o C Wh. O

These results on wedge separation of strings will be applied in the proof of locality
of the strings fields.

2.1.2 Useful lemmas

Lemma 1. Let e € D(M) be lightlike and future-directed and § € D(M) arbitrary.

(i) € causal N & - e < 0= & past-directed
(7i) & causal \ & -e > 0= & future-directed
(i) £-e=0N{e, }L.1 = E-£<0
Lemma 2. Let v,w € D(M). Then,
(i) v2,w? >0 and v, w future-directed = v-w >0
(ii) v* =0 andv-w=0= w? <0

(iii) V> =0, w*>0andv-w=0=>w?>=0cv | w,

where v || w < Ik € R s.t. v = Kw

The proofs of the lemmas are found in the Appendix.

2.1.3 Time ordering of strings
Proposition 4. Let y € M and S, . be a future-directed lightlike string. Then,
yr=-S;e e (y—x)-e>0 AN yé¢ R,

where Ry . := = + Re.
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Proof. Let’s prove both implications:

(=) Contrapositive: (y —z)-e <0V y € Ry e = (Y = Sye)

One has three cases:

D (y—x)-e<0 A (y—2)>>0

Applying item (i) of Lemma 1 for £ =y — x, one gets

y — x past-directed =y € V_(x) = =(y = z) = —(y = Sie)

() (y—z)-e<0 A (y—x)*<0

For o > 2((1’:@2 > 0, one has
y—1x)-e

¢ [y—(e+ao)l? = (y—2)*—2a(y—v)-c+ale—e" > (y—2)?—2 [L] (y—a)-c =

2(y—x)-e
0
e [y—(z4ae)-e=@y—x)-e—ae—e"<0
0
<

Thus, by item (i) of Lemma 1 for £ =y — (2 + ae), one arrives at
y — (x + ae) past-directed =y € V_(z+ ae) = =(y = v+ ae) = —(y = Sie)

(IIT) y € Rye = Sue U (Rye \ Sae)

LIS Sx,e = _'<y = Sx,e)

Yy € Rx,e \ S$7€ =>Yy— past—directed A\ (y - :E)2 =0= Y (= V_(l’) = —|(y i
Sm,e)

(<:) (y—x)ezo A y¢Rﬂﬁ,6:>yth,e

Dividing in two cases:

D) (y—2)-e=0 AN y¢g R,

Applying item (iii) from Lemma 1 for £ = y — x, one has that (y — z)? < 0. Now
take o € Ry .

0
ly—(z+ae)? = (y— ) —2a(y—ayc tatee <0



2.1. Geometrical results on Strings 35

=VaeRi:yeM\V (z+ae)=>VaeR] :y=z+ae=y =S,

(I) (y—z)-e>0 A y¢& Ry

e (IL) (y—2x)-e>0 A (y—2)*<0

0

Va eRY : [y — (v +ae))? = (y—2)* 2a(y —2) - e+a’e—e <0 =
—_—

<0 <0

=VaeR]:ye M\ V_(z+ae) =y = S,

e (IL2) (y—x)-e>0 A (y—x)> >0
Va e Ry sit. 0 < < 5 y—(z+ae)?>0 A [y—(z+ae)]-e>0

Using item (ii) from Lemma 1, one gets

y — (z + ae) future-directed =y € Vi(z +ae) C M\ V_(z + ae)

_ )2 -
Va € Rf t.q. a > W y—(z+ae)P<0=yecM\ V. (z+ae)
Thus,
Vae Ry iy e M\ V_(z+ ae) =y = S,.
This completes the proof. O

Proposition 5. Let S, . and Sy o be future-directed lightlike strings. Then,
Spe = Spes (@ —2)- >0 N SpoNRee=10

Proof.
S:c’,e’ t Saz,e < V?J € Sx’,e’ Yy i Sx,e

Using proposition 4, this is equivalent to

Vy€ Spe:(y—2)e>0Nyé Ree |VaeR) (7' +ae)—a]-e>0| A Sy eNBRye=10
(@)

(i) Va e R{ : [(¢/ + ') — 2] e >0 &
>0

—
SVaeR): (v —z)-etae-e>0& (2 —x)-e>0
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Thus,
VaeRy :[(z' +ae)—z] - e>0 A SpoNRe =04
@(z’—m)-ezo N Sw/7e/ﬂRw7€:®

]

This last proposition can be employed in the future to the construction of the

time-ordered products of fields necessary for the study of interacting theories.

2.1.4 Secondary results: Chronological future and past, and causal complete-

ness

Proposition 6. Let S, . be a future-directed lightlike string. Then,

(i) Vi(Sae) = Vi(z)

(ii) V. (Se.e) = {y € M(y — z).c < 0}

Proof. (i) Let’s prove both inclusions:

(2)
Vi(See) = U Vily) = U Vilz +ae) 2V, (2)

YESz,e an]ROJr

(€)

YEV (Spe) = TaeR] 1y €V (z+ ae)

One has to look at two cases:

e a=0=yeV, ()

ca£0=yeVi(zrtae)=[y—(z+ae)?>0 A [y—(x+ae)]-e>0
That gives,

O<ly—(x4+ae)-e=(y—=x)-e
O<[y—(z+ae))f=@Hy—2)?*2ay—2)-e=(y—1)*>2a(y—x)-e>0

Applying item (ii) from Lemma 1 for £ = y — x, one arrives at y € V, (z).
(ii) Let’s prove both inclusions:

(2)

Let y € M such that (y — x).e < 0. One has two cases:
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e (y—x)-e<0 A (y—2)*>0

Using item (i) from Lemma 1 for £ = y — x, one arrives at

yeV (z)=>VaeR] :V (z+ae) =y eV (S..)

e (y—a)-e<0 A (y—2)*<0

Taking o > 2((3;:?)2.6 > 0, one has

[y —(z+ae))’ = (y —2)° = 2a(y —x) e+a’¢ - >0

>0

[y—(x+ae)]-e:(y—x)-e—ozg\-’_e/<0
<0 =0
Using item (i) from Lemma 1 fro £ = y — (z + ae), one gets

yeVo(xr+ae)=yeV_(Sp.)

(S)

YyEV (See) =>TaeRf iyeV (z+ae)=0>y—(z+ae)-e=(y—x)-e

]

Proposition 7. Let S, . be a future-directed lightlike string. Then, S, . is causally complete,
that is, Sye = (Sue)”

Proof. One has that S, . = (Sy.)” © Sze C (Sze)” A (Sze)” C Sye-

The logical statement S, . C (S;.)” is a tautology that follows from the definition
of causal complement [7]. Thus, it only remains to prove: (S;.)” C S,
(Sze)" C Spe:eVyeM: (y € (Sue) =y € Sue) Lo
contrapositive

& VyeM: (?/ ¢ Sx,e =Y ¢ (Sw,e)”)

The below assertion also follows from the definition of causal complement [7].

VRCM: R =M\ (V,(R) UV_(R))

Setting R = (S;.), one gets

Wy eM: (y ¢ See =y e (Vi(S,)UV(S,,)))

Let y € M\ S, and consider the following cases:
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(D) (y—=x)-e<0

Take z € M\ R, . such that (z — x) - e = 0 and notice that, z € (S,.)" and

(y—z)-e=y+(x—z)—z2]-e=(y—x)-et(x—2)-e<0

¢ (L1) (y—2)2 >0

Using item (i) from Lemma 1 for £ = y — z, one has

(y—2)2 > 0 A (y—2)-e < 0= (y—2) past-directed = y € V_(2) C V_(S,,) =y & (Sae)’

e (12) (y—2)2 <0

Taking o > 2((yy:))2.e > 0, one gets

b=+ = (5= 2 = 2aly = 2o > (- =2 (5= ) =0

y—(z+ae)-e=(y—=2)-c—ag.c<0

<0 =0

and using, once more, item (i) from Lemma 1 from £ = y — (2 + ae), one arrives
at

y — (2 + ae) past-directed =y € V_(z +ae) CV_(S,.) = y & (Sz.)”

(I) (y—x)-e>0

Take z € M\ R, . such that (z — x) - e = 0 and notice that, z € (S,.)" and

(y—z)-e=y+(x—z)—2]-e=y—x)-et(x—2)->0

e (IL1) (y—2)2>0

Using item (ii) do Lemma 1 for £ = y — z, one has

(y—2?2=>0 A (y—2)-e>0= (y— 2) future-directed =y € V,(2) C V,.(5,,) =
=y ¢ (Sze)"

e (IL2) (y— 2)2 <0
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: _ (y=2)?
Taking o = Sy—a)e < 0, one gets

[y—(z+ae)]2=(9—2)2—204@—2)‘6:(9_2)2_2<(y_zZ)-)ZO

ly—(z+ae)]-e=(y—2)-e—ag-¢>0

>0 =0

and using again the item (ii) from Lemma 1 for £ = y — (z + «e), one arrives at

y — (2 + ae) future-directed =y € Vi(z+ae) C V(5] ,) =y & (Sze)”

(II) y & See A (y—2)-€=0

e (IIL1) y ¢ Ry,

Straightfoward, since {y e M|y ¢ R, N (y—x)-e=0} C (S..¢)
o (III.2) y € Sy \ {2}

Take z € (S,.) such (z —z)-e >0 A (2 —1y)? > 0 and notice that

(y—2)e=y—2)et(@—2)-e<0

=0 <0

Using item (i) from Lemma 1 for £ =y — 2z, one arrives at

(y—2)* > 0 A (y—2)-e < 0= (y—2) past-directed =y € V_(2) C V_(S,.)=y¢ (Sze)”

O

2.2 Lightlike string-local fields

2.2.1 Considerations on wedges
First we see some properties related to Wedges which will be use in the proof of
locality of the string-local fields.
Consider the wedge W7,
Wy = {:17 c R 2! > ‘mo‘}, (2.5)

together with the one-parameter group A;(-) of Lorentz boosts which leave W) invariant,

and the reflection j; across the edge of the wedge. More specifically, A;(t) acts as

cosh(t) sinh(?)
sinh(¢) cosh(t)
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and j; acts as the reflection on the coordinates z° and z!, leaving the other coordinates
unchanged. As in equation (2.2), general wedge regions are the Poincaré transforms of W;.
For the wedge

W = AW, +a , with (a,A) € P] (2.6)

one defines the corresponding boosts Ay () and reflection jy, by
Aw(t) == (a, A) A (t) (a, A), Gw = (a,A) 51 (a, A)~" (2.7)

(See [14] for well-definedness.) The reflection jy results from analytic extension of the
(entire analytic) L, (C)-valued function Ay (z) at z = im, and j; also can be represented
(in 4 dimensions) as the composition of the PT transformation with a m-rotation about
the l-axis, j;1 = —Ry(m).

2.2.2 Remarks on the general construction of lightlike string-local free fields

As pointed out in section 1.2.3, we want to contruct free quantum fields for higher
spin particles without giving up on fundamental properties, such as the Hilbert space
positivity, Poincaré covariance and locality, and still get a renormalizable interacting
theory. The alternative proposed was to introduce the so-called string-localized fields and
in this dissertation we explore some aspects of lightlike string-localized fields, equations
(1.73) and (1.72).

Let H be the Bosonic Fock space over the irreducible space H(™*) for single particles
of mass m and spin s, U be the second quantization of the single particle representation
U and € the invariant Fock space vaccum. We want to construct here not only vector
or tensor fields, but an N-component field ¢, (z,e), r =1,..., N, which transforms in a
covariant way under some matrix representation D of the Lorentz group, i.e. Eq. (1.73) is

replaced by

N
Ula,A) pr(z,e) U(a, A =Y pp(a+ Az, Ae) D(A),,. (2.8)

r'=1
and are covariant under the parity transformation P : (2° z) — (2 —2), i.e., the
representations U and D extend to the orthochronous Lorentz group and Eq. (2.8) also
holds for A = P. We give a a brief sketch ! on the contruction of lightlike string-local
quantum fields from the point of view of intertwiners, along the lines of [4] (for fields

localized on spacelike strings).

The idea is to construct objects that link (or intertwine) the transformation
behaviour of the field ¢, (z,e) (under the N-dimensional representation D) to the trans-

formation behaviour of one-particle states (under the 2s 4+ 1-dimensional representation

1 A complete description of the contruction is under current investigation [16]
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D)), which the field creates from the vaccum, i.e. for p € H
(gor(x, e)Q) (p) == (27)7% ¥ v, (p,e) € C>HL (2.9)

calling the family of C**!-valued distributions v,(p, €), the intertwiner of the field ¢,.
Considering the case when the particle and anti-particle coincide,there is a C?**!-valued

distribution v¢(p, €), the so-called conjugate intertwiner, such that for p € H}
(gpr(x,e)*Q) (p) := (27‘(‘)_% ePl(pe) € C*tL. (2.10)

We interpret the family v,.(p, e) as a linear map from some N-dimensional vector space b
with basis {e(),...,em}, the “target space” of the field, to C***! via

v(p, e) ey = v(p,e) € ¢t (2.11)

and the matrix D(A),,., in (2.8), as a linear endomorphism of h. Now we give a precise
definition of these intertwiners, making explicit the intertwining property and demanding

a further property of analyticity.

Definition 5 (Intertwiners). A family of distributions v,, r = 1,..., N, is called a Wigner
intertwiner from D to D if

i) it satisfies the intertwiner relation
D@ (R(A,p)) ov(A~'p,A"e) =v(p,e) o D(A), A€ Ll (2.12)

it) For almost all p and all e, the function RT > t — v,.(p,te) € C**1 is the boundary
value of an analytic function z — 0,.(p, ze) on the upper complex half plane R + iR™ and
satisfies the following bound: There is a positive function M on H,> which is locally L*
w.r.t. dp and polynomially bounded, and for every pair of compact subsets K of the upper
complez half plane and © C H{f there is a constant ¢ = cx.o such that for all (z,e) € K x©
holds

10-(p, ze)|| < ¢ M(p). (2.13)
(The norm on the l.h.s. refers to the little Hilbert space C**1..)
(1ii) Given a Wigner intertwiner v, its conjugate v°¢ is defined by

D®(—1)ov(p,e)oC =v(p,—e) o D(—1). (2.14)

Here, v(p, —e) arises from v(p, ze) via analytic continuation from z =1 to z = —1 through
the upper half plane, and D(—1) arises from the unit component via analytic continuation

through the complex proper Lorentz group L, (C).2 Further, C is the anti-linear involution

defined by

N N
CZ:IZT €(r) = ;Ze(r).

Note that all finite dimensional representations D extend analytically to the complex Lorentz group
L (C), and that the latter is path connected. A path from 1 to —1 is for example Aq(is), s € [0, 7],
composed with R;(a), a € [0,7].

2
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Note that D(—1) is linear, while D'®)(—1) is anti-linear. This conjugate intertwiner v°
satisfies the same relation (2.12), but with D(A) replaced by the componentwise complex

conjugate D(A). v is called self-conjugate if v = v°.

The condition (ii) involving analyticity properties of the intertwiners is motivated by
the assumption that lightlike string fields should satisfy the so-called Bisognano-Wichmann
property [17], which holds for spacelike string fields [18]. This condition will be used to

prove string-localization.

One then constructs a free field via the Wigner intertwiners, as follows: Let a*(¢))
and a(v), ¥ € H™* denote the creation and annihilation operators. Given f € S(R?),

define the following single particle vectors *

A

Gp) = @0 pupe)  UE) = 20) 2 f )i e) (2.16)

The free field for the Wigner intertwiner v is given by*

or(fr€) = a”(¢hr) + a(¥y), (2.17)

Let us re-write it in the usual informal notation

2s+1 2s5+1

@)= [ dpne) S0 G0 aw) = [ dn(p) 3 Glalp k) (215)

where the superscript & denotes the components with respect to a basis {e(} in C**1, ie,
2s5+1
U(p) = kz_:l Y*(p)eq). Then ®

prla.e) = @)% [ du(p) > {7 0k (p.c)a (0, ) + e 70 cJalp, k)] (220

k=1

It is hermitean if and only if the intertwiner is self-conjugate, v¢ = v.

The two-point function of two such fields ¢;, and ¢,, with respective Wigner

intertwiners v; and v, comes out as
(Qa 901,7“(1‘7 6) 902,7"’(1‘/7 el)Q) :(27T)_3 /HJr dl”'m(p> e—ip-(it—ai') M?f;’s” (p7 €, 6/) (221)

Mﬁrl’m (p7 €, 6/) = (Ufr (p> 6)? Vay (p7 6/) )(C25+1 ) (2'22)

3 We adopt the following convention for the Fourier transform f , whose inverse we denote by f :

fp) = / dizerf(z),  f(z) = (@m) / dp e 1 (p). (2.15)

Considering the case when the anti-particle coincides with the particle

5 Of course, rigorously speaking, ¢(z,e) is informally defined by

or(frc) = / &'z f(z) v (. ) (2.19)
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where (-,-) and (-, )c2s41 denote the scalar products in Fock space H and in the little
Hilbert space C*T!, respectively. M,f 172 (p, e, €') is called the on-shell part of the two-point
function. Note that positivity of the two-point function is satisfied by construction[11].
Another important remark is that this construction holds for point-local fields as well by

symply neglecting the e-variable.

Proposition 8. Let v(p,e) be a Wigner intertwiner from D) to D in the sense of
Definition 5, and let v°(p,e) be defined by Eq. (2.14). Then the field defined in Eq. (2.20)
is a distribution in the weak sense.® It is string-localized and covariant in the sense of
Egs. (1.72) and (2.8), furthermore, the CPT symmetry holds:

U(=1)gp(z,e)U zsor —,—€)* D(=1), . (2.23)

Proof. The (weak) distribution property, covariance (2.8) and CPT symmetry (2.23) are
shown as in [4]. The proof of string-locality (1.72) is analogous to the proof for spacelike
strings in [4], using the appropriated results for wegde separation and analyticity of the
lightlike string fields. Therefore, we quote the proof with the modifications related to the

lightlike causal character.

Suppose, S, and S, satisfy the condition for Eq. (1.72), ie S, . and S, . are
causally disjoint for all 2” in an open neighborhood of z’. This implies, by corollary 2,
that there is a wedge region W such that S,. C W and Sy C W , where W' denotes
the interior of the causal complement of W. Let jy and Ay (f) be the reflection and
the boosts, respectively, corresponding to W, i.e., jw = (a,A) 71 (a, A)~! and Ay (t) =
(a, A)Ay(t)(a, )L if W = (a, A)W; = a+AW;. Denote by g; the proper non-orthochronous

Poincaré transformation Ay (—t)jw. Then one verifies the relation

(2 o, e)onlg "2 g,¢)Q)
= Z Q, (', € )ps(ge, 91€)* Q) D(gt)sr D(Ge)srrr (2.24)

(We have successively used invariance of Q under U = U(g,), anti-unitarity of U, namely
(¢)=(U'Q,9¢) = (Uy,Q), and then covariance (2.8) and the CPT symmetry (2.23).
Finally we have adjoined the field operators to the right hand side of the scalar product.)
The matrix-valued function D(g,) (and hence D(g;)) is entire analytic in the boost
parameter ¢t. Note that jy and Ay (t) commute, hence g, ' = ¢_,, and that for ¢ in the
strip R 4+ 4(0, 7) the imaginary parts of g,z and g_;2’ lie in the forward light cone V, and
the imaginary parts of g;e, and g_se’ lie in the closure of the forward light cone, V, (see
for example Eq. (A.7) in [3]). Now the two-point function is an analytic function of the

second z-variable in the tube R* + iV, due to the support of its Fourier transform, and

6 More precisely, its matrix elements between state vectors with finite particle numbers are distributions.
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also of the second e-variable due to the analyticity of the intertwiner function. Therefore
Eq. (2.24) extends, by the Schwarz reflection principle, from the boundary at Im ¢ = 0
over the entire strip to the upper boundary, and the boundary values at t = i coincide
for both sides. But Ay (in) = jw, i.e., g+ir = 1, and thus Eq. (2.24) at ¢ = i is just
the locality of the two-point functions. This implies locality of the fields by the usual

Jost-Schroer arguments.

2.2.3 String-local fields as line integrals over point-local fields

Following [4], all string-localized fields we are treating in this dissertation can be
viewed as n-fold line integrals over point fields. These integrals are to be understood in
the following sense. Let n € N and let ¢?(z) be some free point-local field. (It may be a
tensor field, but we omit the tensor indices). Then for fixed e € Hy and v € N define

o) (z,e) = /0 dsy - - -/0 ds, gpp(x +(s1+--+ sn)e> (2.25)

It exists as a distribution in = and a function in e. The point-local field ¢P(x) creates
bosons of spin s and mass m, furthermore it has intertwiner function v?, which satisfies a

similar relation to (2.12) with the e-variable neglected, ie
D@ (R(A,p)) ov"(A™'p) = v"(p) o D(A), A€ L. (2.26)
Now we want to see if in the limit v — 00, ¢(,)(x, e) gives a lightlike string-local field.

Lemma 3. [ Let ¢ (x, e) be the field given by (2.25). Then

(i) the intertwiner of p)(x,e) is

v (p,e) = ( (1 — ™€) v (p) (2.27)

p-e)m

(ii) the field pu)(x,e), as v — 0o, converges to the covariant lightlike string-local field
o(x,e), defined by its intertwiner

(p0) = o o), (229
in the sense that the two point-funtion
wy(x — ', e, €) = (Q, p(x,e)pu)(z, €)Q) (2.29)
converges in D'(R*) 7 to
w(x —a' e e) = (Q, oz, e)p(’, Q) (2.30)

T D'(R*) is the space of distributions over D(R?)



2.8. Scaling degree of the two-point functions 45

The proof is found in the appendix. With the result (ii) one can prove [11] that for
all n € Ny,

(<D7 Pw) (I’, 6)\1]) H—O>O ((D7 Q0($, 6)\1])
for all ®, ¥ € D,, := span{p(x1,e)p(xa,€) - p(x,, €)2}. Hence we will denote the field
p(x,e) by
o(z,e) = / dsy - - / dsy, gop(x +(s1+--- sn)e). (2.31)
0 0

and its intertwiner by

v(p,e) =t"(p,e) v’ (p). (2.32)

where t"(p, €) == O

For later reference, we exhibit the two-point function of these line integrals. Let
o (x) and ¢h(x) be free point-local fields for the same particle type, let MP(p) be the
on-shell part of its two-point function, which is a polynomial [8]. Let, for i = 1 and 2,
@i(x, ) be the string-localized field constructed from ¢f(x) by an n;-fold line integral as in
Eq. (2.31). Recalling Eq. (2.32), the on-shell part of the corresponding two-point function
w(z — 2’ e, ) = (Q,pi1(x,e)pa(x’,€)Q) is then given by

27" MP(p)
(p-e)ym(p-e)m

M(p,e, €)= (2.33)

2.3 Scaling degree of the two-point functions

Consider the following lightlike string-local fields:
vi(z,e) = /dsl .. '/dsniSOP(x + (814 -+ 8, )e), i=1,2
0 0

where ¢” is a point-local field with the on shell part of its two-point function, M ¥ being
a polynomial of degree d.

The two-point function wy,(x — ', e,€’) = (Q, p1(x, e)ps(a’,€")2), labeled by the mass
m > 0, is given by

wp(z — 2, e,¢) = (2m) 73 / Ap (p) e~ P @0t (p e)t™2 (p, 'Y M (p) (2.34)
HE

Although w,,(x — 2/, e, €’) is a function of the e-variables, for the calculation of the scaling

degree, we want to consider the smearing ® also in e and ¢/, i.e. see t"(p, €) as a distribution

8 e the procedure of multiplying by a suitable function and integrating with respect that function

variable
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in D'(Hy) °. Hence, after the smearing with f € D(R*) and h, ' € D(H{) we have

W (f, hy 1) E/d4§f(£)/da(e)h(e)/da(e’)h'(e')wm(é, e,e) = (2.35)
=27 [ dunn(p) fR) M7 @)% (o, ) (9, 1) (2.36)

where for p € H e h € D(H{),

n

1

o (2.37)

"(p, h) == / do(e)h(e)

The following lemma is going to be used to calculate the scaling degree of w,,.

Lemma 4. Given p € H,> and h € D(H{), consider t"(p, h) defined by (2.57). Then, one
has that

£"(p, h) :/dsl-.-/dsnh((sl+.--sn)p)) (2.38)
where
hi(p) == / do(e)h(e)e! ") (2.39)

and furthermore, there exists a constant K € R such that, for all p € H,, the following
bound holds

K
t"(p, )| < " (2.40)

The proof is found in the appendix.
Now we determine the UV behaviour of the two-point function w,, defined above

by calculating its scaling degree.

Definition 6. Let u(, e, €’) be a distribution on R* x Hf x Hy . We define the scaling

degree of u, denoted by sd(u), with respect to & after smearing in e, e’ as

inf {\*(uy, f @ h@ 1) 22 0} for all f € D(R),h, ' € D(H{) (2.41)

w€eR

where the rescaled distribution uy is defined as
(ur, f @B @ H) = (u, P @ h @ W) with F(€) = A~ F(A7¢)

Proposition 9. Let w,,(£,e,€') be the two-point function given by (2.35), then the scaling

degree of w,y, after smearing in the e-variables is the maximum of 0 and d + 2 — (ny + n2)

9 Note that Hf = H,_, 2oV, \ {0}

m=
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Proof. First assume that M* is homogeneous of degree d. Let f € D(R*), h, ' € D(Hy)

and consider the rescaled two-point function

W (F W) =2 [ g (0) FOR) M (D)7 (0, )™ (. 1) (242)

H

where has been used that f Mp) = f (Ap). Performing the change of variables Ap — p and
using dpty, (A7'p) = A 2duym(p), one arrives at

WA R = 2N [y ) )M () )

+
H)\m

Using that [M”(p)] < Co (wam(®))’, [t (0, 1) < N (@rm (7)™ (lemma 4), [f(p)| <
C(1+ |p])™" and setting n = ny + ny one has

[, (W] < 202724 [ P 5p(5) (wnm(3)

where ¢(p) :== NCoC(1+|p])~" is a Am-independent C*°(R?) function that decreases more
rapidly than |p]". Using that

we can rewrite the above expression as
[wy, (f by W] < 2mAT 4720 / e () (wrm ()" 917 (2.43)

e Considerd—n+12>0.

For A € [0, 1], it holds that wy,(p) < wn(P) a, consequently, for £ > 0

X (R ) < 200 [ d () (wn (7)) 15172 228 00

<oo

Hence

sd(wy,) =d+2—n

e Considerd —n-+1<0.

The fact that w,,(k) > m and w,, (k) > "\J;g‘, supplies us with the following bound

()\m)dfﬂri’Q

(wam(R)) " < VR

10 Taking r such that r — (d — n + 1) > 1, which is always possible, makes the integral convergent
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Considering A € [0,1] and subistituing the above bound in w), one has that, for
e>0:

AT (F b, )] < AESWWmd"“O/ dr kﬁ(?m -

Q2 d—n+2 r (k) 7 (k)
X8 2m O/d“k+xm+md“k+m

Noticing that

(1) Jdn 250 < O [ g2 = O In(52) < Gy in3)

(ID) [dr 24 < [dr 22 < O [ 25 = 0y < 00
One arrives at

2
IATw), (f, b, BY)| < A8T*V2m 2 | Oy x° In(3) + CaX° 2290
Hence,
sd(wp) =0

If the polinomial M?” is not homogeneous, the lower degree monomials will contribute

with terms yielding lower scaling degrees by the same token. ]

One sees that, by choosing the number of integrations n;, the scaling dimension
(half of the scaling degree) of the initial fields ¢!, namely d + 2, can be lowered to zero.

Thus one has a better perspective on building renormalizable interactions.
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Conclusion

Our results on the properties of lightlike string-local quantum show that these are
indeed a very interesting alternative relative to both the usual point-local fields and the
spacelike string-local fields. With respect to point-local fields, the lightlike string fields
studied have, just as spacelike ones, the desired advantage of the good UV behaviour
without giving up the fundamental assumptions of positivity, covariance and locality.
Furthermore, when comparing them to the spacelike ones, we note that they have simpler
analytical expressions, they are functions with respect to the e-variable, and analyticity
properties (definition 5, item (ii)). The future perpectives consist in give a complete
characterization of these fields, in the point of view of Wigner intertwiners, and embark

on the construction of interacting models [4, Outlook].
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APPENDIX A - Proof of the Lemmas

A.1 Proof of the Lemmas

Proof of Lemma 1. (i) Let e be lightlike and future-directed and £ causal (£-& > 0).

Let’s prove the contrapositive

(€ e < 0= ¢ past-directed) & (°>0=¢-¢>0)

contrapositive

One has that
c 20N EE20= () 26 =& > [
e >0 Nee=0= (== e = |
Therefore,

0,0 _ Ao F c 5 . 1
e =¢lel =z Elle] 2 |§-el=¢-e=¢-e20

(ii) Let e be lightlike and future-directed and £ causal (€ - £ > 0). Let’s prove the

contrapositive

(&-e>0= ¢ futuro) = ("<0=¢-e<0)

contrapositive

One has that

c <O NEE20= () 2 =€ < -
e >0 Nee=0= ()2 == e = |

Therefore,
£ =gl < [l < ~|f- A <E e e<0

(iii) Let e be lightlike and future-directed and {e, ¢} L.I.

0=¢%"—¢.¢ = & =>—

£-6= (2 - e =y — €7 <

Proof of Lemma 2. (i) One has that

1

CS means that we used the Cauchy-Schwarz inequality for the spatial part of the inner product,ie for
7,5 € R, |- 9 < |il|7]
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e 02>0= (002> |02 = [0 > [0] "B 0 > |
e w? > 0= (') > @ = '] > [@] S0 w > ||

Therefore,

(ii) One has that

v?=0= (") = |7
Thus,
v w2 cs |u)?
v =050 =7 (O = TS I w0 - o <0

(iii) One has that
(D) v*=0= (v")* = [o]”
(I1) w? > 0= (w°)? > |[d?
() v-w=0= "W =0 &
Therefore,

CS
(IT) = (0°)*(w)? = |5+ &> < |52 2 (@) < Ji]> B w? = () — &> = 0

Using (III) together with w? = 0 and (I),
0 0]? = (1)} (w?)? = |06 = T || & & Ix € R : T = kiif
Using (IIT) and the above result,

0,0 0,,0

v’ =70 = "’ = (k@) - 0 = kW) = Kk(w 0 0

9?2 =% = kw

Thus, one arrives at

Proof of Lemma 3. (i)
First, consider ¢(,)(z, e)S2

(0(@.€)2) (p) = [ dsy-- [“ds, (" (w4 (51 4+ 50)e) 2) ()

CS means that we used the Cauchy-Schwarz inequality for the spatial part of the inner product,ie for
7,5 € RS, |- 9] < |il|7]

2
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Equation (2.20) for the point-local field ¢? yields
(¢ (4 (514 -+ + 52))Q) (p) = (2m) BeeHlrbtmdy) (A1)
and hence

(. 0) (p) = @)~ ([“dsy oo [Mdseiert ) o) -
= (271')756”)"’2 (/ dse”(p'e) VP (p) =

0
" ,
27T 261]7 xrx_ - 1 . ell/p'e n,Up p
S L yo¥(p)
Therefore, .
" 4
v, (p,e) = 1—e"P)"vP(p
(p,e) (p'e)n( )" v"(p)

Inspecting the above equation and using (2.26), one easily verifies that it is a Wigner

intertwiner for a lightlike string-local field (definition 5).
Now, lets show that w,(z — 2/, e, ¢) is well-defined. Let f € D(R?), by (2.21) one

has

wi(fe.d) = [ AT (E . ) = (2n) / dpim(p (p)ng zpfzj;)nM%)

(A.2)
where M? is the on-shell part of the two-point function of ¢?, which is a polynomial [8].

Now,

@i |f(p)|M"(p)] [1— e
2om(P) el (wm(B) =D &) (wm(P) — - €

where é := % (analogous for &'). Using that [1—e™7'|" < 2" and wy, (p) — &' > wm (D) — 7]

lw,(f,e,e)| < 2m

(also for é) we get
&5 |f(p)[[M" (p)| 2"
2om(P)  felrlelr (wm(P) = [P1)*"

Considering spherical coordinates (x = |p], ) and using the fact that, there exists a ko > 0

wy(f, e, €)] < (2m)

such that for all K > kg

mS

wm(K) — Kk > =) (A.3)
we have
lw,(f,e,€)] < I+ I
where
KO M
1 7) || ME 1 2™
I =2 [ wds [ ao(i) |/, ) 1M, ) :
R R N N O R
7 1 |f(k,@)||MP(k, 7 on
IQ ZQW/Klei/dQ(_’) |f</€,'fl,)|| — (Han)l —
A B 15 R T R R (S
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The first integral, Iy, is finite since f is of rapid decrease and wy, () — & > 0. Using (A.3)

and the bound w,,(k) > K, one sees that

P n ,4n+1
Ig<7r/d/1/d§2 IffanM (k,77)| 2"k
K0

i

which is also finite since f is of rapid decrease. This show that w,(z—1',e,¢€') is well-defined.
(i)
By the same considerations, one also shows that ¢(z, e) given by v(p, e) is also a lightlike

string-local field, and that w(z — 2, e, €’) is also well-defined.
Now let’s show that w,(x — 2',e,¢') =% w(z — 2',e,¢'). Considering w,(z —

e ) —w(x—2aee), where

e 1)"M" (p)
(p-e) (p-e)m

w(x — 2’ e )= (2m)" /d,u

one has

/ N — (91 r _qn (1 _eiup‘a)n_l P
wzx(f7€7€>_w(fve7e)_(2 )/dﬂm(p)f(p)( 1 ) (p~e)"(p-e’)” (

H,

Lets show that the following integral,

/ dpim (p) F(p)e™™ ', where F(p) := : (A4)
goes to zero, as v goes to infinity. With this one can conclude the desired convergence.
Pick a reference frame where ¢ = (1,0,0,1) and define py := p° 4 p?, note that p- ¢’ = p,.

One can then write

- dpydpidps dp+d2§’
dpim (p) = =
P+ P+
_m?+ 0]

P+

and -
dp+/d2—» 2+|Q_1

» P+, 5) eil/p+
) 2py

Writing e”P+ = (iv)~'9,, e+ and using the standard integration-by-parts trick (of Fourier

analysis) n-times, one gets

m?+0]
/dp+/d2 8” (F( P+ 7p+7@> eiyp"‘
2y o

Now, we want to show that ’6;1 (i)) < M, (p) € L'. For this, lets show

ak
Py

‘<M’( )e Lt
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Since F' € S(R?), for arbitrary N € N and some kg > 0

ok F c k
Pl <—(A+p2+p 40 < eopN T = € L'for p, > ko
D+ + D+
Now, using that p_ = %FIQ, we get
6k N—I N N, 2N—l ,
pi < epp T (LA i+ ) T < em TP = € L for p,. < ko
D+ jus
This concludes the proof. O

Proof of Lemma 4. Lets divide the proof in 3 steps:

(i) Firtly, lets prove that p — h(p) decreases rapidly on V. D H.
Consider p € V, D H (m # 0) choose a basis {e("},_1 554 such that e© = ik
where |p| := /p-p.
d3_’ d3_’
2le 2|e]

Using spherical coordinates (x,7) with x = |¢] and 77 € S?,

h(p) = h(|el, &)er _/ h(|él, &)eivle

_ ; S/ d0(7) 0/ drf (, 7)€% with f(r, ) = rh(x, 7))

For A € R, consider A — h(\p).

1 7 .
— 3 / dO(7) / dr f (e, )M
S2 0

Using the indentity e PlF = ﬁm&i(ei’\‘p'”) together with integration-by-parts [ times
one gets

. 1 7

W) < g | [ doa) [ dsloks e )

Nlplt \J, /
<00
Hence, the limit
lgirgo/dsl e /dsnﬁ ((s14 -+ s0)p) (A.5)
0

exists.

(ii) Consider the following family of functions {(p_i‘ffi)e)n} i satisfying
R0

o i ) _ )
lim i = or
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(iii)

. | | < gl
Gesiyel <

Applying Lebesgues theorem on dominated convergence, one has

_ / do(ehle) oy = mw do(hle) ey

Noticing that

/dS@ (p-etie) /d81 /dS 61(S1+ +5n)(p-etic)
(p-e+ie)"

and using Fubinis theorem,

t"(p, h) = Lim / dsy - - / dspe” (st ten)e / do(e)h(e)e' 1t tsn)e) (A.6)
0 0

h((s1++++sn)p)

Considering now, the family of functions {e*(“”*”'*s")gﬁ ((s14---+ sn)p)} St
isfiying
o lim e~ (rtetsn)eh ()4 4 5,)p) = h((s1+ -+ + 8,)p)

e—0

|€—(s1+---+5n)fﬁ ((51 + .+ sn)p) ’ S |h ((Sl + -+ Sn)p) ‘

and using again Lebesgues theorem, one has

t"(p, h) /d51 /dsnlzm em(Srteton)ehy (5 4o 4 5,)p) =
0 0 )
—/d51 «~/dsn s1+ -+ Su)p)
0 0
Having proved that
t"(p,h) = lim1(,(p, h) , where £, ( /d51 /dsn (514 +5n)p)
(A.7)
we now determine a bound for it. Performing the change of variables s; — pgs;, for
1=1,..,n
pbov pbov
1 - P
£ (p h) = — / dsy - - / dsnh <(31 +oet sn)>
Po ¢ 4 Po

3

(e)

The dominating function | (1};6‘)" | is integrable on H since m # 0
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Using that h decreases rapidly in V. we have that

C pov pov » _N
47, (0, )] g—nN/dsl---/dsn [1+($1+...+3n) 2 ]
pO 0 0 Po 1
Since HQH _ | +§ pil >
poll1 ’ Do =i lpol =
——
-1
K
t0,(p, h)| < —-
(v) o
where . v
KV:CN/dSI.../dsn[1+(51+...+5n)]_N<oo
0 0
Then,

K K
t"(p, h)| = lim |t} (p,h)| < lim — = —
" (p, h)| = lim [t (p, h)| i = o

where K = lim K, < 0.
V—r00
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