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RESUMO

O presente trabalho investiga o desenvolvimento de mecanismos de governanga e
accountability algoritmico para sistemas de inteligéncia artificial (IA) no Poder Judiciario
brasileiro, propondo uma metodologia de Avaliagdao de Impacto Algoritmico (AIA) aos usos de
desenvolvimento de IA no contexto judicial. O estudo parte da constatacao do crescente uso e
desenvolvimento de sistemas de IA no Poder Judiciario e da recém aprovada Resolugdo 615 do
Conselho Nacional de Justica (CNJ), o qual representa uma transformacao paradigmatica na
administracdo da justica. A pesquisa problematiza os riscos de discriminagdo algoritmica,
opacidade deciséria e violagdo de direitos fundamentais, especialmente sobre grupos
vulnerabilizados. Através de metodologia qualitativa e interdisciplinar, combina-se analise
normativa, documental e estudo comparativo de frameworks regulatdrios internacionais. O
referencial teodrico articula duas perspectivas: teoria critica da tecnologia (Crawford, Zuboff,
Eubanks) e teoria do accountability democratico (Bovens), propondo uma metodologia de
avaliacdo de impacto algoritmico (Mantelero). A investigacdo estrutura-se em quatro eixos:
mapeamento dos sistemas de IA no Judiciario; analise de riscos éticos e juridicos; construgao
de bases do accountability e desenvolvimento de metodologia de AIA. Sustenta-se que os
mecanismos atuais estabelecidos pela Resolugdo CNJ n.° 615/2025, embora representem
avancos, sdo insuficientes para garantir accountability efetivo. Como contribui¢do principal,
propde-se uma metodologia de AIA que integre salvaguardas técnicas, juridicas e sociais,
visando assegurar transparéncia, prevenir discriminacdo e proteger direitos fundamentais,
equilibrando inovagdo tecnoldgica com valores constitucionais do sistema de justica brasileiro.
Palavras-chave: Poder Judicidrio; Accountability Algoritmo; Avaliagdo de Impacto

Algoritimico.



ABSTRACT

This paper investigates the development of governance and algorithmic accountability
mechanisms for artificial intelligence (Al) systems in the Brazilian Judiciary, proposing an
Algorithmic Impact Assessment (AIA) methodology for the use of Al development in the
judicial context. The study is based on the observation of the growing use and development of
Al systems in the Judiciary and the recently approved Resolution 615 of the National Council
of Justice (CNJ), which represents a paradigmatic transformation in the administration of
justice. The research addresses the risks of algorithmic discrimination, decision-making
opacity, and violation of fundamental rights, especially regarding vulnerable groups. Using a
qualitative and interdisciplinary methodology, it combines normative and documentary analysis
with a comparative study of international regulatory frameworks. The theoretical framework
articulates two perspectives: critical theory of technology (Crawford, Zuboff, Eubanks) and
democratic accountability theory (Bovens), proposing a methodology for assessing algorithmic
impact (Mantelero). The research is structured around four axes: mapping Al systems in the
judiciary; analysis of ethical and legal risks; construction of accountability bases; and
development of an AIA methodology. It is argued that the current mechanisms established by
CNIJ Resolution No. 615/2025, although representing progress, are insufficient to ensure
effective accountability. As a main contribution, an AIA methodology is proposed that
integrates technical, legal, and social safeguards, aiming to ensure transparency, prevent
discrimination, and protect fundamental rights, balancing technological innovation with the
constitutional values of the Brazilian justice system.

Keywords: Judiciary; Algorithmic Accountability; Algorithmic Impact Assessment.
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INTRODUCAO

Nao ha como negar que a Inteligéncia Artificial (IA) estd em todos os ramos e setores
da sociedade. Sdo os algoritmos que determinam o crédito disponivel, qual curriculo sera
selecionado para determinado emprego, dentre inumeros outros casos de utilizacdo de IA na
sociedade. Com a modernizagdo, essas tecnologias estdo cada vez mais presentes em estruturas
tradicionais da sociedade, € uma delas ¢ a do Poder Judiciario. A urgéncia pela modernizagao
e eficiéncia do Poder Judiciario, em conjunto com a difusdo tecnoldgica e capacidade
computacional, se tornou um campo fértil para o desenvolvimento e uso de sistemas de [A para
a realidade da Justica. Algoritmos realizando a triagem de processos por machine learning e
probabilidade de reincidéncia criminal calculada por modelos preditivos que influenciam
sentencas judiciais ndo sdo mais um roteiro de fic¢do cientifica da década de 80 - elas se
tornaram a realidade.

O Poder Judiciario brasileiro, tradicionalmente caracterizado pela formalidade de seus
rituais e pela solenidade de seus procedimentos, experimenta uma transformagdo sem
precedentes. Dados do Conselho Nacional de Justi¢a' revelam que 147 sistemas de inteligéncia
artificial ja foram comunicados e registrados oficialmente, representando uma adogao
tecnologica que transcende a mera modernizagdo administrativa para adentrar o ntcleo das
atividades jurisdicionais. Esta evolugdo marca uma ruptura paradigmatica: a passagem de um
modelo decisorio baseado exclusivamente na interpretacdo humana do direito para um sistema
hibrido, onde algoritmos participam ativamente do processo de constru¢do da justica, seja na
atividade administrativa ou na atividade fim.

Tal transformagao, entretanto, esbarra em problemas ja enfrentados pela sociedade. Por
um lado, enquanto a tecnologia promete eficiéncia, celeridade e reducdo de custos processuais,
emerge simultaneamente um conjunto complexo de riscos relacionados a discriminagdo
algoritmica, opacidade decisoria e potencial violagdo de direitos fundamentais. Se torna
necessario, portanto, debrugar-se sobre essas questdes quando consideramos que as decisoes
judiciais assistidas por algoritmos, em qualquer nivel, ou sistemas de IA que influenciam na
Justica, podem perpetuar ou amplificar desigualdades historicas, afetando
desproporcionalmente grupos ja vulnerabilizados em nossa sociedade.

O emprego de sistemas de IA no Poder Judicial caracteriza-se como uma area em

!CONSELHO NACIONAL DE JUSTICA. Relatério de pesquisa: Inteligéncia Artificial Generativa no Poder
Judiciario. Brasilia: CNJ, 2024. Disponivel em: https://www.cnj.jus.br/wp-content/uploads/2024/09/cnj-
relatorio-de-pesquisa-iag-pj.pdf. Acesso em: 2 jul. 2025.
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desenvolvimento acelerado, situada no centro entre inovagdo tecnoldgica, teoria juridica e
demandas por eficiéncia. Este resultado representa uma evolugdo natural das transformagdes
digitais iniciadas com a digitalizagao dos processos judiciais, que inauguram uma era para a
implementagdo de solucdes mais sofisticadas baseadas em aprendizado de maquina e
tecnologias de processamento de linguagem natural.

A evolugdo historica desta area no Poder Judiciario pode ser vista em alguns momentos
como na digitalizacao de documentos, na adocao de sistemas de gestao processual e na adogao
de sistemas de IA em diversas etapas da cadeia processual. Inicialmente, a informatizagao
judicial era limitada a digitalizacdo de documentos e criacao de bancos de dados processuais.
Com o avango computacional, emergiram sistemas de gestdo processual que automatizaram
fluxos administrativos e rotinas tradicionais, como o PJe?, que representou a maior
transformagdo da justica brasileira, atuando desde a distribui¢do aleatoria de processos até a
intimagdo eletronica das partes, criando um fluxo completamente digital e eliminou
completamente o papel em milhdes de processos. Hoje, a terceira fase é caracterizada pela
implementagao de algoritmos e sistemas de IA capazes de realizar diversas fungdes
tradicionalmente realizadas por humanos, como automatizar retirada de suspensao de processos
(dessobrestamento), automatizar a identificacao dos formularios de avaliagdo de risco em casos
de violéncia doméstica, calcular custas para encerramento e arquivamento dos processos,
encaminhar processos automaticamente ao TST e ler e distribuir os mandados de seguranca,
por exemplo®.

Neste percurso, foram superadas algumas limitagdes como as restrigdes de capacidade
de processamento de grandes volumes documentais, as dificuldades de acesso a informacgao
jurisprudencial e a morosidade em tarefas repetitivas. No entanto, a superagao destes obstaculos
técnicos trouxe consigo novos desafios de natureza ética, juridica e social, que demandam
abordagens interdisciplinares para sua compreensao, questionamento e proposicao de solugdes
para os problemas enfrentados.

A virada de chave ¢ identificada na mudanca de paradigma das tecnologias. Se antes o
sistema tecnologico utilizava regras explicitas e deterministicas para os algoritmos, operando
mediante programagado condicional, hoje, os algoritmos contemporaneos utilizam técnicas de

machine learning para extrair conhecimentos implicitos para gerar conhecimento. O avango

ICONSELHO NACIONAL DE JUSTICA. Processo Judicial Eletrénico (PJe). Disponivel em:
https://www.cnj.jus.br/programas-e-acoes/processo-judicial-eletronico-pje/. Acesso em: 2 jul. 2025.
3CONSELHO NACIONAL DE JUSTICA. 20 anos do CNJ: com tecnologia, robds reforcam capacidade de
trabalho do Judiciario. Brasilia: CNJ, 21 maio 2025. Disponivel em: https://www.cnj.jus.br/20-anos-do-cnj-
com-tecnologia-robos-reforcam-capacidade-de-trabalho-do-judiciario/. Acesso em: 2 jul. 2025.
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tecnologico de ferramentas de processamento de linguagem natural, conhecidas como LLMs,
sdo exemplos de como os sistemas de IA quebraram barreiras e continuam avancando cada dia
mais.

Esta transformacao implica mudancas conceituais profundas na compreensao da propria
atividade jurisdicional, questionando premissas tradicionais sobre objetividade, imparcialidade
e fundamentacao das decisdes judiciais, uma vez que a tecnologia e seus sistemas algoritmos
introduzem problemas como opacidade e discriminagao algoritmica.

A literatura identifica um conjunto de problemas centrais relacionados ao uso de
inteligéncia artificial em diversos setores da sociedade. Kate Crawford* argumenta que os
algoritmos nao sdo neutros, carregando em sua estrutura, os vieses e desigualdades presentes
nos dados utilizados para seu treinamento. Esta observacdo adquire relevancia particular no
contexto judicial, onde decisdes histéricas podem refletir preconceitos sist€émicos relacionados
a raga, classe social, género e outras categorias identitarias.

Os diversos impactos dos sistemas de A se esbarram em seus diversos beneficios. No
entanto, seus impactos se manifestam de forma diferente aos sujeitos afetados por esses
sistemas, de forma particularmente acentuada quando consideramos grupos vulnerabilizados.
No contexto da justiga brasileira, estas preocupagdes adquirem dimensdes especificas
relacionadas as particularidades de nossa estrutura social e padrdes historicos de discriminagao.

As disparidades regionais e sociais no acesso a justica podem ser amplificadas pela
implementa¢do inadequada de sistemas de IA. Enquanto grandes centros urbanos se beneficiam
de maior sofisticacdo tecnologica e recursos para implementacdao adequada, regides periféricas
podem experimentar questdes que comprometam a qualidade da prestagao jurisdicional, tais
como questdes de estruturas fisicas.

Neste cendrio, o debate contemporaneo sobre os impactos da IA no sistema judicial
insere-se em contexto global caracterizado por crescente preocupagdo com os riscos associados
ao uso descontrolado e sem garantias destas tecnologias, resultando em regulagdes gerais e
setoriais quanto ao uso e desenvolvimento de sistemas de IA. Segundo Luciano Floridi, as
regulamentagdes se constituem de leis e este sistema € aplicado por meio de instituigdes
governamentais para controlar o comportamento de agentes relevantes’. Na Europa, a discussao

sobre regulacdao culminou na aprovacao em 2024 do AI ACT; no Brasil, as discussdes sobre o

‘CRAWFORD, Kate. Atlas of Al: power, politics, and the planetary costs of artificial intelligence. New
Haven: Yale University Press, 2021.

5 FLORIDI, Luciano. A ética da inteligéncia artificial: principios, desafios e oportunidades. 1. ed. Curitiba:
PUCPRESS, 2025. 200 p.
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Projeto de Lei N.° 2.338/2023 avangcam no Congresso Nacional. Enquanto isso, no Poder
Judiciario, ha a recém-aprovada Resolugdo n.° 615 do Conselho Nacional de Justiga (CNJ), que
determina as diretrizes para o uso e desenvolvimento da IA no Poder Judiciario.

A Unido Europeia emerge como protagonista através do A/ Act, uma regulamentacao
geral que estabelece sistema de classificagdo por risco e exige avaliagdes de impacto para
sistemas de alto risco, incluindo aqueles utilizados na administracdo da justica. Baseada em
principios de transparéncia, accountability e protecdo de direitos fundamentais, essa
regulamentagdo exige que sistemas de IA utilizados em contextos judiciais passem por
avaliagOes rigorosas antes da implementacdo e mantenham mecanismos de monitoramento
continuo. Ainda, estabelece precedente importante para outras jurisdi¢des, ainda que sua
aplicabilidade direta ao contexto brasileiro seja limitada pelas diferencas nos sistemas juridicos
e estruturas institucionais.

J& no contexto brasileiro, o modelo regulatério, inspirado no A/ ACT, propde uma
regulacdo geral para sistemas de IA, baseadas no nivel diferente de risco. Enquanto o Projeto
de Lei 2.338/2023 tramita no Congresso Nacional, destaca-se o protagonismo do Poder
Judiciario brasileiro em aprovar um marco regulatorio setorial, a Resolugao CNJ n.° 615/2025,
que estabelece diretrizes para uso e governanga de inteligéncia artificial nos tribunais no pais.
Esta resolugdo representa avanco significativo ao estabelecer principios como transparéncia,
auditabilidade e nao discriminagdo, embora ainda careca de mecanismos detalhados de
governanga, para implementa¢ao e monitoramento.

Floridi pontua que hoje o desafio ndo ¢ a inovacdo digital, mas sim a governanca do
digital: como governar os valores. Para ele, a governanga digital ¢ a pratica de estabelecer e
implementar politicas, procedimentos e padrdes para o desenvolvimento, uso e gerenciamento
adequado dessa infosfera. E por meio da governanga que uma agéncia ou empresa pode
determinar e controlar os processos e métodos utilizados pela administragdo para melhorar a
qualidade, a confiabilidade, o acesso, a seguranca e a disponibilidade de dados e elaborar
procedimentos eficazes para a tomada de decisdes e para a identificacdo de responsabilidades
com relagdo aos processos relacionados a dados. A governanga pode ser composta de diretrizes,
e recomendagdes que sobrepdem a regulagdo digital, de forma a se complementarem com a
¢ética digital, de formular e respaldar solu¢cdes moralmente boas, com boas condutas e bons
valores®.

Neste sentido, em uma busca de uma governanga moralmente ética para o uso e

® FLORIDI, Luciano. A ética da inteligéncia artificial: principios, desafios e oportunidades. 1. ed. Curitiba:
PUCPRESS, 2025. 200 p.
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desenvolvimento de A no poder judiciario. Emerge, portanto, o instrumento da Avaliacdo de
Impacto Algoritmico (AIA) como ferramenta para efetividade do accountability na esfera da
governanga de sistemas de IA pelo Poder Judiciario. A AIA ¢ definido como um instrumento
de governanca que possibilita ao desenvolvedor ou aplicador da tecnologia identificar, avaliar
e reduzir os riscos ¢ efeitos de um sistema de IA sobre interesses socialmente relevantes, com
particular atencdo a potenciais externalidades negativas que esses sistemas possam gerar aos
direitos fundamentais.

Assim, o problema de pesquisa apresentado no trabalho consiste em investigar e
desenvolver uma metodologia de Avaliacdo de Impacto Algoritmico (AIA) especificamente
adaptada ao contexto do Poder Judicidrio brasileiro, fundamentada nos principios de
accountability algoritmico e alinhada a protecdo de direitos fundamentais, com particular
atencao aos impactos sobre grupos politicamente vulnerabilizados.

Nesse sentido, o objetivo desta pesquisa em proporcionar um framework de AIA para o
uso e desenvolvimento ético de sistemas de IA no Poder Judicidrio brasileiro, promovendo
mecanismos de accountability algoritmico, considerando seus impactos sobre direitos
fundamentais e grupos politicamente vulnerabilizados. Este objeto de estudo se caracteriza pela
intersec¢do entre inovagdo tecnoldgica e principios constitucionais fundamentais da
administracao da justica.

O conceito de accountability algoritmico, essencial para esta investigagdo, refere-se ao
conjunto de mecanismos, procedimentos e salvaguardas destinados a assegurar que sistemas de
IA utilizados em contextos decisorios possam ser compreendidos, questionados e controlados
pelos stakeholders afetados. No contexto judicial, este conceito adquire dimensdes especificas
relacionadas aos principios do contraditério, devido processo legal e fundamentagdo das
decisdes.

Os objetivos da garantia do accountability algoritmico no contexto judicial, por meio
da AIA, incluem a prevencdo de discriminacdo algoritmica, garantia de transparéncia nos
processos decisorios assistidos por 1A, manutengao da possibilidade de revisao e recurso das
decisdes, e protecao dos direitos fundamentais dos jurisdicionados. A importancia deste objeto
deriva da fungao social fundamental exercida pelo Poder Judiciario como guardido dos direitos
constitucionais e arbitro final de conflitos sociais.

Esse tema possui particular relevancia para a éarea juridica, uma vez que se identifica,
com a vigéncia iminente da Resolug¢do 615 do CNJ, a necessidade de desenvolver metodologias
teodricas e praticas que permitam a incorporacao responsavel da IA sem comprometer os valores

fundamentais do sistema de justica e do accountability.
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A escolha deste tema ¢ motivada por trés razdes. A primeira se vale da experiéncia
académica e da participacao, enquanto mestranda, no Nucleo de Estudos Avancados em Pessoa,
Inovacao e Direito (NEAPID) do Projeto “Inovagdao e Direito na Inteligéncia Artificial:
mapeamento normativo e analise de impacto para exercicio de direitos fundamentais™, pelo
CNPq universal. Em conjunto com o professor Sérgio Negri (orientador deste trabalho), o
projeto de pesquisa visava analisar as iniciativas legislativas sobre Inteligéncia Artificial (IA)
no Brasil e possiveis impactos para o exercicio de direitos fundamentais. O projeto tinha como
objeto a pesquisa empirica, com uso de mapeamento normativo, sobre a IA no Brasil, em
perspectiva comparada com outros atos normativos em diversos paises. Em razdo da utilizacao
de aplicagdes baseadas em IA, evidenciou-se a necessidade de se iniciar um processo
regulatdrio sobre o uso dessas aplicagdes. Assim, em um estuo comparado com diversos paises,
além da Uniao Europeia, o estudo buscou identificar as similaridades das escolhas regulatorias,
como a abordagem baseada no risco e entender como € o impacto nos direitos fundamentais,
uma vez que esses processos de gerenciamento de riscos ja fazem parte da gramatica de
compliance difundida pelas empresas, mas devem ter um escrutinio mais rigoroso, com logica
propria, diferente do que ocorre com mecanismos tradicionais de gestao dos riscos de negdcios
relacionados a sociedade empresaria.

A segunda razdo para a escolha do tema encontra também fundamento na experiéncia
profissional da pesquisadora no ambito do Poder Judiciario, especificamente no Tribunal de
Justica de Minas Gerais (TJMG) onde desenvolve metodologias para cumprimento da
legislacao de prote¢do de dados e implementacdo de praticas de governanga organizacional na
instituicdo. Esta atuacao direta no desenvolvimento de metodologias de compliance e gestao de
riscos proporciona um olhar “de dentro” sobre os desafios praticos enfrentados pelas
instituicdes judiciais na implementagcdo de tecnologias emergentes. A presenca crescente da
tematica de IA nos projetos institucionais em que a pesquisadora atua profissionalmente reforca
arelevancia académica e pratica desta investigagao, permitindo articulagdo entre conhecimento
tedrico e experiéncia empirica na construcao de solu¢des metodoldgicas aplicaveis ao contexto
real dos tribunais.

Essa atuagao profissional a levou também a participacdo da autora na Audiéncia Publica
sobre o uso de Inteligéncia Artificial no Poder Judiciario, que culminou na aprovagao da
Resolucdo n.° 615. Durante a audiéncia, realizada no dia 24 de setembro de 2025, a partir dos
estudos realizados durante o mestrado e no projeto de pesquisa, somada a atuagao profissional,
a autora defendeu questdes relacionadas a transparéncia e explicabilidade. A minuta, em sua

visdo, deveria garantir de forma explicita ao usuario e as pessoas afetadas pelas decisdes geradas
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pela IA o direito de explicacdes inteligiveis dos processos decisorios, com a garantia da revisao
humana.

Assim, somando esses dois contextos, académico e profissional, a terceira razao para a
escolha do tema ¢ a lacuna identificada entre o rapido desenvolvimento tecnoldgico no setor
judicial e a auséncia de instrumentos adequados para avaliacdo e monitoramento dos impactos
destes sistemas sobre direitos e garantias fundamentais. Esta lacuna torna-se particularmente
preocupante quando consideramos os inumeros sistemas de IA em uso no Poder Judicidrio, sem
que existam metodologias padronizadas para avaliacao de seus impactos.

A investigacdo concentra-se no periodo posterior a edigdo da Resolugdo CNJ n.°
615/2025, considerado marco regulatdrio fundamental para o uso de IA no Judiciério brasileiro.
Com relagdo ao PL n.° 2.338/2023, durante o desenvolvimento e término desta pesquisa, a
proposta legislativa nacional sobre a matéria de IA ainda se encontra em discussao na Camara
dos Deputados. Esta delimitagdo temporal permite andlise da efetividade das diretrizes
estabelecidas e identificagdo de lacunas que demandem aperfeicoamento regulatério.

A presente pesquisa se estrutura em trés eixos sequenciais € complementares. O
primeiro eixo concentra-se no mapeamento e caracterizacao dos sistemas de A atualmente
utilizados no Poder Judiciario brasileiro, incluindo breve historico do desenvolvimento da IA
no Poder Judicidrio, a analise de suas funcionalidades e capacidades, identificando, por fim, os
beneficios, riscos e danos relacionados ao uso.

O segundo eixo dedica-se a identificacdo e andlise dos riscos éticos e juridicos
associados ao uso destes sistemas, com particular atengdo aos impactos sobre grupos
vulnerabilizados ¢ aos mecanismos existentes para preven¢do de discriminagdo algoritmica.
Esta andlise fundamentada em referencial tedrico interdisciplinar que combina contribuigdes
do direito constitucional, ética da tecnologia e estudos sobre desigualdades sociais.

O terceiro eixo, de natureza propositiva, concentra-se no desenvolvimento da
metodologia de avaliacdo de impacto algoritmico adaptada ao contexto judicial brasileiro. Esta
metodologia, parte dos estudos do accountability algoritmico, na sua fungdo de
responsabilizacdo e prestagdo de contas, e busca a identificagdo de um instrumento
operacionalmente viavel, teoricamente fundamentada e capaz de promover accountability
efetivo dos sistemas analisados, sendo esse instrumento a Avaliagdo de impacto algoritmico
(AIA).

Com relagdo a metodologia, foi adotada uma pesquisa qualitativa e interdisciplinar,
combinando analise de textos, normativa, estudo de casos e desenvolvimento de proposta

metodoldgica. Esta escolha ¢ justificada pela natureza complexa do objeto de estudo, que
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demanda compreensdo tanto dos aspectos técnicos dos sistemas de IA quanto de suas
implicagdes juridicas e sociais.

Os recortes metodologicos justificam-se pela necessidade de equilibrar profundidade
analitica com viabilidade temporal de execu¢do da pesquisa. A delimitagcdo temporal € o prazo
de vigor da Resolucdo CNJ n.° 615/2025 assegura relevancia para o desenvolvimento de
balizas para o Poder Judiciario, em especial a Comissdo de Inteligéncia do Judiciario, a quem
¢ a responsavel pelo desenvolvimento de diretrizes especificas, em especial as sobre AIA.

A fundamentagdo tedrica desta escolha estd no reconhecimento de que questdes
relacionadas a ética da tecnologia e accountability algoritmico ndo podem ser adequadamente
compreendidas mediante abordagens puramente quantitativas ou exclusivamente juridicas. A
natureza interdisciplinar dos desafios apresentados demanda a escolha de uma metodologia
capaz de integrar contribui¢des de diferentes campos do conhecimento, promovendo didlogo
entre perspectivas técnicas, juridicas e socioldgicas’.

Trés justificativas especificas fundamentam esta op¢do metodologica: (i) a
complexidade dos sistemas sociotécnicos analisados demanda uma abordagem capaz de
compreender tanto aspectos técnicos quanto dimensdes sociais e politicas dos algoritmos
estudados - e assim, relaciond-los; (ii) a natureza emergente do campo de estudo, caracterizado
por rapida evolucao tecnologica e regulatoria, exige metodologia flexivel capaz de adaptar-se
a mudangas no objeto de estudo no espaco; e (iii) o objetivo propositivo da pesquisa, focado
no desenvolvimento de uma metodologia aplicada pelos tribunais, demanda abordagem que
combine analise critica com construcao de solug¢des praticas para os problemas apresentados.

A técnica principal de investigacdo do presente estudo consiste em analise normativa
e documental, abrangendo legislagdo, regulamentagdes, diretrizes técnicas e documentos
institucionais relacionados ao uso de IA no Poder Judiciario. Esta andlise inclui estudo
comparativo de frameworks regulatorios internacionais, com particular atencdo as
experiéncias da Unido Europeia, Estados Unidos e outros paises que desenvolveram
regulamentacdo especifica para IA judicial. De forma secundaria, hd andlise de sistemas de
IA especificos utilizados no Judiciario e ao estudo de precedentes internacionais relevantes,
incluindo o caso COMPAS nos Estados Unidos. Esta andlise comparativa permite
identificacdo de melhores praticas e potenciais riscos a serem evitados no contexto brasileiro.

A pesquisa demonstrard que, embora os mecanismos atuais de governanca de [A no

7 SEVERINO, Antonio Joaquim. Metodologia do Trabalho Cientifico. Sdo Paulo, SP: Cortez, 2007. Disponivel
em: < https://edisciplinas.usp.br/pluginfile.php/3480016/mod_label/intro/SEVERINO_ Metodo
logia _do Trabalho Cientifico 2007.pdf>. Acesso em: 12 mai. 2025.
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Judiciario representem avangos importantes e significativos quanto a regulamentagdo setorial
da matéria no pais, tais mecanismos apresentam limita¢des estruturais que impedem a prote¢ao
adequada de direitos fundamentais. A AIA ¢ o mecanismo escolhido para superar essa lacuna.
Esta demonstragdo envolvera analise critica das diretrizes estabelecidas pela Resolugao CNJ n.°
615/2025, identificando aspectos onde suas prescricdes permanecem genéricas ou
insuficientemente operacionalizadas para enfrentar riscos especificos de discriminacao
algoritmica e opacidade decisoria em sistemas de IA de alto risco. Posteriormente, a
investigacdo do estudo procedera no mapeamento de bases tedricas do accountability e de
avaliagdo de impacto, resultando na proposicdo de uma metodologia de AIA, que possa ser
efetivamente implementada pelos tribunais, a0 mesmo tempo, em que se fundamenta
rigorosamente nos principios constitucionais, em praticas e bases tedricas internacionais de
accountability algoritmico.

Surgem duas hipoteses centrais que estruturam o desenvolvimento da investigagao.
A primeira hipdtese sustenta que os atuais mecanismos de governanca estabelecidos pela
Resolugao CNIJ n.° 615/2025, embora representem avango significativo na regulacao de 1A
no Poder Judiciério, sdo insuficientes para assegurar accountability algoritmico efetivo e
protecdo adequada de direitos fundamentais no contexto especifico das atividades
jurisdicionais. Por sua vez, a segunda hipdtese propoe que é possivel, a partir dos estudos
sobre AIA, o desenvolvimento de uma metodologia adaptada ao contexto judicial brasileiro
que preencham as lacunas identificadas na regulacdo existente e promova maior
transparéncia e responsabilizacao no uso de IA no Poder Judiciario.

Quatro questdes secundarias especificas orientam o aprofundamento da investigagao.
Primeira questdo: quais sdo as caracteristicas técnicas e funcionais dos sistemas de IA
atualmente utilizados no Poder Judiciario brasileiro e como estes sistemas impactam
diferentes grupos sociais? Segunda questdo: que riscos especificos de discriminagdo
algoritmica podem ser identificados no contexto judicial brasileiro e quais grupos sao mais
vulneraveis a estes riscos? Terceira questao: como os principios constitucionais do devido
processo legal, contraditorio e fundamentacdo das decisdes podem ser preservados em
contextos de decisdo assistida por algoritmos, a0 mesmo tempo que seja assegurado as
questdes que estdo em volta do principio do accountability, na prestagdo de contas e
responsabilizacdo? Quarta questdo: que elementos essenciais e procedimentais uma
metodologia de AIA deve contemplar para ser efetiva no contexto especifico do Poder
Judiciario brasileiro?

Este trabalho estd estruturado em quatro capitulos. O primeiro capitulo busca
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contextualizar e demonstrar como os sistemas de Inteligéncia Artificial ja sdo utilizados no
Poder Judiciario como uma alternativa tecnolégica para enfrentar problemas tradicionais. E
apresentada algumas ferramentas ja utilizadas, tanto em atividades-meio quanto em
atividades-fim da justica, beneficios, riscos e potenciais danos relacionados ao uso desses
sistemas nessa ferramenta. Este capitulo é expositivo e busca identificar os riscos.

O segundo capitulo, por sua vez, a partir do cenario identificado no capitulo anterior,
tragca uma exposicao juridica, ou seja, como as leis operam para resolver os problemas
apresentados. Em primeiro lugar, sdo levantadas questdes éticas e de protecao de direitos
humanos, que serdao a lente para o trabalho. Apos, ¢ examinado o arcabouco regulatorio
brasileiro, suas influéncias, destacando a influéncia da LGPD, o Projeto de Lei 2338/23 ¢ a
mais recente aprovada Resolu¢ao do CNJ n.° 615, que regula a governanga de IA no Poder
Judiciario. Com relacao a este documento, sdo apresentados os aspectos principais dessa
norma, bem como a categorizagao de risco, as obrigagdes para os tribunais, IA Generativa e
medidas de governanga especificas para os tribunais.

O terceiro capitulo busca conceituar e estabelecer o que € accountability, a partir da
teoria de Mark Bovens. Esse conceito ¢ primordial para a transparéncia e responsabilizagao
no uso de sistema de IA pelo poder Judiciario. Baseando-se nas quatro dimensdes propostas
por Bovens (tipo de forum, tipo de ator, aspectos de conduta e natureza da obrigacgdo), este
capitulo visa examinar como se materializam as obrigacdes de prestagdes de contas no
contexto da Resolugdo 615 do CNJ. Analisa-se o papel do CNJ como um 6rgao de controle
administrativo e a importancia do accountability perante os jurisdicionados e a sociedade.
Assim, este capitulo estabelece as bases conceituais para o mecanismo efetivo de governanca
algoritmica, a AIA.

Por fim, o quarto capitulo apresenta a Avaliacdo de Impacto Algoritmico (AIA) como
instrumento de governancga e de accountability para o uso e desenvolvimento ético de IA no
Poder Judiciario. Como capitulo central dessa dissertagdao, a AIA ¢ apresentada como
ferramenta essencial de governanca responsavel de sistemas de IA no Judiciario. Propde-se,
a partir de metodologia do governo do Canada e de outros estudos realizados, um framework
de AIA especifico para serem utilizadas pelos tribunais, mitigando a lacuna existente de
auséncia de mecanismos capazes de promover uma governanga € accountability algoritmico,
a partir das obrigagdes da Resolugdo 615. Este framework demonstra como a AIA pode
funcionar como mecanismo de transparéncia, fiscalizagdo social e, principalmente, prote¢ao

de direitos fundamentais na implementagado e uso dessas tecnologias no ambito da justiga.



23

1 0 USO DE INTELIGENCIA ARTIFICIAL (IA) NO PODER JUDICIARIO

O Relatorio 'Justica em Nameros 20248, publicado pelo Conselho Nacional de Justiga
(CNJ), revela que o sistema judicidrio brasileiro enfrenta um volume crescente de processos. O
documento contabiliza 84 milhdes de processos em tramitacao distribuidos entre 91 tribunais,
com 35 milhdes representando apenas os novos casos de 2024 - um aumento significativo de
9,5% em comparagio a 2023°. Para lidar com essa demanda, o sistema conta com 18 mil juizes
e 275 mil servidores. Este relatorio anual traz transparéncia a Administracdo Publica no Brasil
ao retratar o panorama da justica brasileira.

Nao ha como negar, os nimeros retratam um cendrio no judicidrio brasileiro em que a
eficiéncia se torna um dos principais objetivos a ser buscado pela administracio da justica, uma
vez que o acervo processual cresce a cada ano — e com a tendéncia de aumentar cada vez mais
com o uso de novas tecnologias e sistemas de IA. A eficiéncia, associada ao principio da
celeridade processual'®, que objetiva solucionar a problematica que envolve o expressivo
acimulo e congestionamento de processos no judiciario, que se arrastam por anos a espera de
julgamento, deve ser buscada sem deixar de lado os principios constitucionais fundamentais
para garantir a justica, a legalidade e a protecdo dos direitos das partes envolvidas no processo,
como os principios do devido processo legal, do juiz natural, da motivacdo das decisdes
judiciais e da igualdade material, por exemplo. Sdo milhdes de paginas de documentos de texto
que exigem consideravel esforco humano para a tarefa de triagem, analise, classificagdo e
tomada de decisdo, isso sem considerar o volume de dados que se originam do contetdo dos
processos ou que sdo gerados a partir de movimentagdes processuais.

Esse cendrio no qual o judiciario brasileiro se encontra, requer o desenvolvimento de
solucdes escalaveis destinadas ao dominio juridico. Dessa forma, os tribunais passaram a
perceber essa necessidade de desenvolverem iniciativas que tentam sanar os problemas que,

apesar de sempre terem existido, passaram a ser maiores a cada ano. A tecnologia se torna,

SCONSELHO NACIONAL DE JUSTICA. Justica em nimeros 2024. Brasilia: CNJ, 2024. 448 p.: il. ISBN
978-65-5972-140-5. Disponivel em: https://www.cnj.jus.br/wp-content/uploads/2025/02/justica-em-numeros-
2024.pdf. Acesso em: 2 jul. 2025.

CONSELHO NACIONAL DE JUSTICA. Justica em Numeros 2024: Barroso destaca aumento de 9,5 % em
novos processos. Brasilia: CNJ, 28 maio 2024. Disponivel em: https://www.cnj.jus.br/justica-em-numeros-2024-
barroso-destaca-aumento-de-95-em-novos-processos/. Acesso em: 2 jul. 2025.

1BRASIL. Emenda Constitucional n. 45, de 30 de dezembro de 2004. Promulga Clausula de Abertura ao
admitir tratados internacionais de direitos humanos ao rol de normas com forga constitucional. Diario Oficial da
Unido: Secdo 1, Brasilia, DF, 31 dez. 2004. Disponivel em:
https://www.planalto.gov.br/ccivil_03/constituicao/emendas/emc/emc45.htm. Acesso em: 2 jul. 2025.
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portanto, uma aliada para a resolugdo de problemas e para a otimizacao de processos: o que
antes era feito de forma manual, agora passa a ser feito com o auxilio da tecnologia.

No entanto, para entender melhor o uso e desenvolvimento da IA no poder judicidrio e
0 seu impacto, assim como entender como a AIA ¢ uma aliada para o accountability, ¢é
necessario dar um passo atras ¢ compreender o desenvolvimento dessa tecnologia nesse

contexto.

1.1 BREVE HISTORICO DO DESENVOLVIMENTO DA IA E SEUS EFEITOS

O avango tecnoldgico, impulsionado especialmente pela digitalizagcao da informacao
e pelo significativo aumento da capacidade computacional, criou o ambiente propicio para a
disseminagdo de sistemas automatizados no mercado e a evolucao da Inteligéncia Artificial.
Esses dois fatores foram determinantes para possibilitar a implementagdo efetiva da A em
diversos setores. Conforme observa Luciano Floridi'!, essa transformagdo representa uma
mudanca radical em relagdo ao passado recente - enquanto o computador de orientacao da
Apollo 11 operava com meros 72 KB de memoria ROM e 0,043 MHz de processamento, 0s
atuais dispositivos possuem capacidade milhdes de vezes superior, processando a 58.000
vezes mais velocidade. Essa explosdo computacional, aliada ao crescimento exponencial dos
dados disponiveis - que alcancaram 18 zettabytes em 2018 com projecao de 175 zettabytes
para 2025 -, fundamentou uma mudanga paradigmatica crucial: a transicao da IA simbolica,
baseada em ldgica matematica, para a IA conexionista, fundamentada em estatistica e
inferéncia. Nesse sentido, a realidade tornou-se progressivamente digital, composta por
software e dados em vez de hardware e atomos, criando o que Floridi denomina "infosfera",
onde humanos e agentes artificiais coexistem e interagem continuamente, estabelecendo as
condi¢des necessarias para que a [A ndo apenas fosse tecnicamente vidvel, mas também
pudesse ser efetivamente integrada aos mais diversos aspectos da vida contemporanea.

A trajetoria da IA até sua implementagdo nas instituigdes governamentais percorreu
um caminho de desenvolvimento gradual e continuo, transformando-se de conceito teorico
para ferramenta pratica com aplicacdes concretas. Consequentemente, sua adocdo tem se
intensificado no poder publico, incluindo o poder judiciério, representando nao somente uma
tendéncia administrativa, mas uma resposta estrutural aos desafios enfrentados pelo sistema

de justica brasileiro.

HFLORIDI, Luciano. A ética da inteligéncia artificial: principios, desafios e oportunidades. Curitiba:
PUCPRESS, 2025. 200 p.
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O termo Inteligéncia Artificial, surgiu na década de 50 associado a ideia de criar
maquinas que simulassem a inteligéncia humana'?. Depois do entusiasmo da década de 50, o
campo da IA passou por um “inverno” nas décadas de 70 e 80, quando as limitacdes
computacionais ¢ complexidade dos problemas fizeram o interesse no seu campo diminuir,
mas tendo retornado na década de 90, com aumento da capacidade de processamento de
computadores e disponibilidade de grande volume de dados, impulsionando abordagens como
aprendizado de maquina e redes neurais'. Essas técnicas permitiram o desenvolvimento de
problemas mais complexos. Um exemplo cléssico foi quando, na década de 90, o Deep Blue
da IBM derrotou o campedo mundial de xadrez Garry Kasparov, mostrando que a IA pode
realmente competir e vencer a mente humana em um jogo complexo que envolve capacidades
mentais.

Passando pelo conceito de computador programével, ENIAC, invencdo do transitor,
circuitos integrados, microprocessador, desenvolvimento da internet, big data, computagao
em nuvem e aprendizado de maquina: a trajetdria continua da inovagdo, desde os primeiros
conceitos de maquinas programaveis até a integragao da IA em diversas areas da sociedade ¢
sustentada por avangos técnicos em hardware, software, redes e algoritmos. Apesar desses
avancos, a [A sé alcanga o patamar que estd hoje por conta do desenvolvimento da tecnologia,
o investimento e financiamento de pesquisas, a evolucao de chips, das redes de computadores
e da capacidade computacional'*. Isso significa que, sem dados, materialidade sofisticada dos
chips e dos transistores e da industria dos semicondutores, a IA nio teria o sucesso que tem'>.

Entender o sucesso da IA no ambito técnico e tecnoldgico ¢ importante, mas deve ser
sempre considerado que ele ndo ¢ um efeito por si so6: ele acontece em uma realidade politica,
de globalizacdo, dependéncia tecnologica, extracdo de dados, desigualdades sociais e
economicas'é. Kate Crawford coloca que um sistema de IA ndo ¢ inteligente, tampouco
artificial, mas corporificado e materializado, dependente de uma série de fatores politicos,
econdmicos, sociais, assim como de extensa matéria prima (sejam recursos naturais ou dados).
Nao se pode separar o beneficio do seu uso dos seus efeitos colaterais.

Os dados, principal combustivel da IA!7, fornecidos pelos usuarios na internet, nio s6

120 termo Inteligéncia Artificial foi usado pela primeira vez por John McCarthy durante uma conferéncia em
Dartmouth College, nos Estados Unidos, quando ele e outros pesquisadores propuseram a ideia de criar maquinas
que pudessem simular a inteligéncia humana.

BLUGER, George F. Inteligéncia artificial. Sdo Paulo : Pearson Education do Brasil, 2013.

ISSANTAELLA, Lucia. A inteligéncia artificial ¢ inteligente? Sio Paulo: Almedina Brasil, 2023. ISBN:978-65-
5427-053-3, p. 16.

ISCRAWFORD, Kate. Atlas of Al: power, politics, and the planetary costs of artificial intelligence. New
Haven: Yale University Press, 2021.

7ZUBOFF, Shoshana. A era do capitalismo de vigilancia. Rio de Janeiro: Intrinseca, 2021.
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pelas redes sociais, e agora sao gerados e distribuidos em quantidades exorbitantes. Ha alguns
anos, a produgio diaria de dados era de, aproximadamente, 2,5 quintilhdo de bytes'®, em sua
maior parte ndo estruturados, como videos e audios. A produgdo destes dados aumenta a cada
dia e sdo, em sua maioria, relacionados as atividades humanas, sentimentos, experiéncias e
relagdes do dia a dia. Portanto, cada interacdo digital produz, assim, um duplo efeito:
proporciona ao usuario o acesso ao resultado que busca enquanto, simultaneamente, gera
dados e metadados que podem ser utilizados para capacitar ainda mais os sistemas de
aprendizado de maquina, aprimorando sua compreensdo tanto sobre os individuos quanto
sobre os padrdes sociais e comportamentais coletivos'®. O movimento de datificacdo da vida,
da constituicdo de perfis e dos impactos que isso pode causar na vida humana levanta
preocupagdes quanto a questdes éticas e de protegdo de direitos humanos.

A medida que os sistemas de IA se tornam onipresentes no nosso dia a dia (uma vez
que estdo inseridos na cadeia de processamento de sistemas financeiros, fornecimento de rede
elétrica, cadeia de suprimento de varejo, drones, sistemas médicos, governos, veiculos
autdbnomos) e se desenvolvem rapidamente, eles nao se tornam mais uma distragcao ou moda
passageira como chuvas de verdo, como diz a pesquisadora Lucia Santaella*’. Agora, com os
modelos de generativos de linguagem, como ChatGPT, Claude, Perplexity, dentre outros, a
capacidade da TA ¢ vista de maneira exponencial, uma vez que t€ém o poder de gerar textos
indistinguiveis da escrita humana, usados para uma ampla variedade de aplicagdes, como
traducao, criacdo de conteudo ¢ chatbots.

Com a sofisticacdo desses modelos, levantam-se novos desafios éticos e politicos que
precisam ser ditos, como o potencial para enviesamento de bases de dados usadas para treinar
os modelos, que podem reproduzir estereotipos e vieses de género, por exemplo, e o potencial
do uso para propdsitos maliciosos, como desinformacio e discurso de 6dio*'. No poder
judiciario, esses desafios se encontram com outros ja existentes, tais como morosidade
processual, que afeta com maior intensidade populacdes marginalizadas que dependem da
celeridade do processo para acessar a direitos basicos, desigualdade do acesso a justiga,
judicializa¢do excessiva e ativismo judicial, por exemplo. Todos esses fatores criam um

cenario complexo onde as dificuldades podem tanto ser amplificadas quanto dar origem a

1 SANTAELLA, Lucia. A inteligéncia artificial é inteligente? Sio Paulo: Almedina Brasil, 2023, p. 16.
YSANTAELLA, Lucia. A inteligéncia artificial é inteligente? Sdo Paulo: Almedina Brasil, 2023, p. 16-20.
2SANTAELLA, Lucia. A inteligéncia artificial é inteligente? Sdo Paulo: Almedina Brasil, 2023, p. 14.
2lCOECKEBLERGH, Mark. Etica na inteligéncia artificial. Tradugdo de Clarisse de Souza, Edgar Lyra, Matheus
Ferreira e Waldyr V. Delgado. Sao Paulo/Rio de Janeiro: Ubu Editora/Editora PUC-Rio, 2023/192 pp./Colegao
Exist.
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problematicas inteiramente novas.

Um exemplo que pode se trazer para o centro de debate, quando falamos de como o
uso de tecnologias pode aprofundar outros problemas, ¢ o caso do sistema COMPAS (em
inglés para Correctional Offender Management Profiling for Alternative Sanctions), utilizado
no poder judicidrio norte-americano®’. Esse sistema utiliza algoritmos matematicos para
determinar o grau de periculosidade de criminosos e prever a probabilidade de reincidéncia,
influenciando as suas penas. Ele realiza uma avaliacao que se baseia em um sistema de pontos
que, dentre varias questdes, procuram saber se alguém na familia foi preso, se a pessoa vive
numa area com alto indice de criminalidade, se tem amigos que fazem parte de gangues, assim
como o seu historico profissional e escolar. Também sdo feitas perguntas sobre o que chamam
de pensamentos criminosos. Por exemplo, se a pessoa concorda ou ndo com a afirmacao: ¢
aceitavel que alguém que passa fome roube. A avaliagdo ¢ utilizada para decidir se a pessoa
vai ser solta com pagamento de fianga, se deve ser mandada para a prisdo ou receber outro
tipo de sentenga e - se ja estiver na cadeia - se tem direito a liberdade condicional. A principal
questao desse sistema ¢ que o algoritmo matematico ¢ mantido em segredo, ou seja, nao ha
transparéncia ou explicagdes sobre como as respostas eram tomadas. Como resultado, o
COMPAS dava pontuagdo consideravelmente maior para infratores de minorias étnicas,
dando resultados de que, ao comparar acusado negro e um acusado branco, com a mesma
idade, sexo e ficha criminal, o negro tinha mais chances do que o branco de receber uma
pontuacio alta’>. O caso COMPAS por falso-positivo de algoritmos reforgou o viés e a
discriminacado injusta.

Surge, portanto, a necessidade ética de se debrucar sobre certos aspectos da [A, como
argumenta o professor Mark Coeckelbergh?*, como privacidade e protecdo de dados,
responsabilidade (quem ¢ responsavel e para quem ¢), explicabilidade e transparéncia, vieses
e discriminagdo, futuro do trabalho e moral status de ndo humanos. Para este trabalho, o
recorte da €tica sera no estudo da prestagdo de contas algoritmica (accountability algoritmico),
que envolve a transparéncia e a responsabilizacdo algoritmica, no desenvolvimento e

implantagdo dos sistemas de IA. Esse escopo abrange a necessidade de alinhar e encontrar

ZMAYBIN, Simon. Sistema de algoritmo que determina pena de condenados cria polémica nos EUA. 31 out.
2016. Disponivel em: https://www.bbc.com/portuguese/brasil-37677421. Acesso em: 2 jul. 2025.

23 ANGWIN, Julia; LARSON, Jeff; MATTU, Surya; KIRCHNER, Lauren. Machine Bias: There's software used
across the country to predict future criminals. And it's biased against blacks. ProPublica, 23 maio 2016.
Disponivel em: <https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing>.
Acesso em 08 ago. 2025.

“NICBRVIDEOS. Encontro com Mark Coeckelbergh - IA e os desafios éticos e sociais - Audio em Portugués.
YouTube, 9 out. 2024. Disponivel em: https://www.youtube.com/watch?v=Tp6pb73UWms. Acesso em: 3 jul.
2025.
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formas de assegurar valores e objetivos humanos, para que tais sistemas sejam utilizados de
maneira ética e responsavel, respeitando valores e costumes locais e evitando reforgar
estruturas de poder existentes ou desigualdades, tanto ao nivel local, quanto ao nivel global.

Debater ética se torna essencial para o futuro dessas tecnologias, uma vez que
encontramos um cendrio no qual os sistemas de A passam a ser utilizados em larga escala em
diversos setores. No Poder Judiciario do Brasil, segundo o relatorio do CNJ, das 140 solugdes
tecnologicas mapeadas, 63 ja estio em uso ou aptas para serem utilizadas em 2024°. Assim,
debater sobre ética no uso dessas tecnologias no Poder Judiciario se torna necessario a medida
que essas tecnologias estdo presentes cada dia mais no cotidiano de servidores, magistrados,
seja na atividade fim, seja na atividade meio do judiciario.

Além disso, o cendrio nacional e internacional discute intensamente sobre a regulagdo
da IA: em 2024 foi aprovado o AI ACT na Unido Europeia; no Brasil, o Congresso Nacional
discute inumeros projetos de Lei, como o PL n°® 2338/23; e, no ambito do Poder Judiciério,
existe a Resolugdo n.° 615, aprovada em 2025 pelo CNJ, que estabelece diretrizes para o uso,
desenvolvimento e governanga de IA no poder Judiciario.

Portanto, torna-se imperativo compreender as func¢des e capacidades dessas
ferramentas tecnologicas, bem como seu modo de aplicagdao no contexto do poder judiciario e
na operacionalizacdo cotidiana da administracdo da justica brasileira. Essa andlise deve
contemplar tanto os beneficios quanto os potenciais danos decorrentes de sua implementagao,
examinando especialmente como essa transformagao tecnologica interage com os principios

constitucionais que fundamentam o ordenamento juridico nacional.

1.2 FUNCOES E CAPACIDADES DE FERRAMENTAS E SISTEMAS ALGORITMOS
AVANCADOS NO PODER JUDICIARIO

A adogio da IA pelo setor publico é relativamente recente,?® tendo sido impulsionada

ZCONSELHO NACIONAL DE JUSTICA. Pesquisa uso de inteligéncia artificial (IA) no Poder Judiciario:
2023: sumario executivo. Brasilia: CNJ, 2024. 17 p. Disponivel em: https://shre.ink/MZFx. Acesso em: 11 fev.
2025.

Z6Pesquisas apontam que a primeira inteligéncia artificial (IA) utilizada no setor piblico brasileiro foi o robd
chamado Alice (Acronimo de Analise de Licitagdes e Editais), desenvolvido originalmente pela Controladoria-
Geral da Unido (CGU) em 2014 e langado em junho de 2015. Em 2016, o codigo-fonte do Alice foi cedido ao
Tribunal de Contas da Unido (TCU), que também passou a utiliza-lo. Essa IA é empregada para analisar e
classificar documentos como editais e licitagdes, ajudando a identificar possiveis irregularidades e fraudes no uso
dos recursos publicos. Em um ano, a ferramenta analisou editais que somavam mais de R$ 4 bilhdes, com alta
eficiéncia na deteccdo de problemas. PACHECO, Jodo Vitor Carrasco; WOLTMANN, Angelita. A popularizacio
das tecnologias de inteligéncia artificial baseadas em machine learning e o seu impacto juridico-social.
Disciplinarum Scientia. Série: Sociais Aplicadas, Santa Maria, v. 17, n. 2, p. 119-137, 2021.
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pelo aumento do poder computacional, reducao de custos e desenvolvimento de redes neurais
desde 2011%7. Segundo a pesquisa TIC Governo Eletronico 2023 do Cetic.br/NIC.br, aIA é a
tecnologia disruptiva que mais cresceu no setor publico brasileiro (de 24% em 2021 para 30%
em 2023). Nesse contexto, o setor Judicidrio lidera a adocdo de 1A (68% das entidades) e
capacitacdo em IA para funcionarios (80%)%.

Atualmente, os sistemas de IA no poder judicidrio estao sendo utilizados para diversas
funcionalidades, sejam relacionadas a administracdo da justi¢a ou a atividade fim (prestacao
jurisdicional). No entanto, € necessario que a utilizagdao dessas tecnologias seja realizada em
um ambiente onde haja um accountability algoritmico, ou seja, onde haja prestagdo de contas
e responsabilizagdo sobre seu uso em razio dos seus impactos na sociedade. E também
necessaria a avaliacdo dos beneficios proporcionados por essas inovagdes e € essencial que
eles superem significativamente os riscos inerentes, ou que tais riscos possam Sser
adequadamente mitigados, evitando assim impactos negativos substanciais a sociedade.

E importante que questionamentos éticos sobre a adogdo de IA no ambito da justica
sejam feitos, especialmente diante da opacidade dos algoritmos, que funcionam como uma
‘caixa-preta’, o que pode ser dividida em duas vias: a opacidade: a opacidade intencional e a
opacidade técnica.

A opacidade intencional, pode ser definida a partir da teoria de Frank Pasquale®’.. Em
um estudo sobre setores de alta tecnologia e financas, dados pessoais de cidaddos tém sido
utilizados por governos e grandes player econdmicos para a criagdo do que ele chama da ‘one
way mirror’, onde esses agentes sabem tudo dos cidaddos, mas estes nada sabem dos
primeiros. Isso acontece por meio de monitoramento constante da vida das pessoas,
consolidando em uma sociedade de vigilancia. Para o autor, a opacidade e a falta de
transparéncia sdo longe de serem caracteristicas intrinsecas desses mercados. Elas sdo, na
verdade, resultado da agdo deliberada dos agentes econdmicos que, por meio de estratégias
juridicas, como protecao do segredo de negdcio, criam um ambiente ‘opaco’ que permite a

estes agentes ordenar, ranquear, avaliar e decidir sobre a vida das pessoas, mantendo suas

YORGANISATION FOR ECONOMIC CO-OPERATION AND DEVELOPMENT (OECD). Artificial
Intelligence in Society. Paris: OECD Publishing, 2019. (OECD Publishing). Disponivel em:
https://www.oecd.org/en/publications/artificial-intelligence-in-society eedfee77-en.html. Acesso em: 2 jul. 2025.
BCOMITE GESTOR DA INTERNET NO BRASIL (CGLbr). TIC Governo Eletrénico 2023 mostra que 91%
das prefeituras disponibilizam ao menos um servico online aos cidadaos. Brasilia, 17 jun. 2024.Disponivel
em:https://cetic.br/pt/noticia/tic-governo-eletronico-2023-mostra-que-91-das-prefeituras-disponibilizam-ao-
menos-um-servico-online-aos
cidadaos/#:~:text=Tecnologias%20emergentes,de%2013%25%20para%2015%25).;
https://cetic.br/pt/pesquisa/governo-eletronico/indicadores/; . Acesso em: 2 jul. 2025.

PPASQUALE, Frank. The Black Box Society: The Secret Algorithms That Control Money and Information.
Cambridge: Harvard University Press, 2015.
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técnicas em segredo.

No entanto, essa estratégia apresentada pelas empresas possuem o potencial de ferir
liberdades e difusao de informagdes, colocando em xeque direitos individuais e crescimento
econOmico. Pasquale, portanto, defende que a transparéncia ¢ necessdria para dar
inteligibilidade nio s6 para o mercado, mas para todas as pessoas. E fundamental a criagio de
mecanismos de transparéncia e accountability — para se regular o que se conhece. Portanto, o
conceito de opacidade descrito por Pasquale se refere a uma opacidade intencional, ou seja,
quando empresas e grandes agentes econOmicos ocultam informag¢des por meio de
mecanismos juridicos, como segredo comercial e propriedade intelectual.

A segunda via ¢ a opacidade técnica, a qual se refere a impossibilidade ou dificuldade
de compreender como sistemas tecnologicos complexos funcionam internamente, ainda que
haja acesso aos seus componentes. Henry Surden define o termo opacidade tecnologica como
“qualquer momento que um sistema tecnoldgico se engaja em comportamentos que, embora
apropriados, podem ser dificeis de entender ou prever, do ponto de vista humano™?°.

Jenna Burrel®! descreve trés formas de opacidade: (i) sigilo corporativo ou de estado
intencional, (ii) analfabetismo técnico e (iii) complexidade de operagdes internas dos sistemas
de IA. A primeira forma, imposta por uma empresa ou Estado, visa manter uma vantagem
competitiva perante seus pares. A segunda forma, diz respeito a linguagem, uma vez que ler e
escrever codigos computacionais demandam uma habilidade especializada, diferente da
linguagem utilizada no dia a dia. A terceira, por sua vez, ¢ mais desafiadora por se referir a
incapacidade de entender a analise preditiva feita pelo algoritmo. Além de processar uma
quantidade imensurédvel de dados, os modelos algoritmos precisam frequentemente readaptar
sua logica de decisdo interna, a medida que aprende com os dados de treinamento. Com
relacdo a esta ultima forma de opacidade, os pesquisadores Dierle Nunes e Otavio Morato
entendem que’’:

“No caso da complexidade algoritmica, contudo, a simples abertura do
codigo e o aumento da capacidade do publico de ler a linguagem
computacional estdo longe de assegurar a transparéncia do sistema. Isso
porque as operagdes dos algoritmos podem ser muito complexas, volumosas

30 SURDEN, Harry. Machine learning and law. Washington Law Review, [s.L.], v. 89, N. 1, mar. 2014. Disponivel
em: https://digitalcommons.law.uw.edu/wlr/vol89/iss1/5/. Acesso em: 08 ago. 2025. p. 158.

3 BURRELL, Jenna. How the machine ‘thinks’: Understanding opacity in machine learning algorithms. Big Data
& Society, [s.l.], jan.—jun., 2016. p. 4-5.

32 NUNES, Dierle José¢ Coelho; ANDRADE, Otavio Morato de. O USO DA INTELIGENCIA ARTIFICIAL
EXPLICAVEL ENQUANTO FERRAMENTA PARA COMPREENDER DECISOES AUTOMATIZADAS: :
POSSIVEL CAMINHO PARA AUMENTAR A LEGITIMIDADE E CONFIABILIDADE DOS MODELOS
ALGORITMICOS?. Revista Eletronica do Curso de Direito da UFSM, /S. 1], v. 18, n. 1, p. 69329, 2023.
DOI: 10.5902/1981369469329. Disponivel em: <https://periodicos.ufsm.br/revistadireito/article/view/69329>.
Acesso em: 12 ago. 2025.
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e heterogéneas, ndo sendo suficiente o mero acesso ou a capacidade de
leitura para a compreensdo das decisdes ali produzidas (outputs).”

Portanto, percebe-se que opacidade gera preocupagdes de ordem legal e ética. Nesse
sentido, a Avaliagdo de Impacto Algoritmico (AIA) pode surgir como uma das ferramentas
para buscar o uso e desenvolvimento ético de sistemas de IA para usudrios, operadores e
pessoas impactadas por essas tecnologias, € a0 mesmo tempo, buscar garantir o accountability
necessario no setor publico.

Para avangarmos na busca de uma maneira de accountability algoritmico adequado ao
sistema judicidrio, se faz necessario compreender dois pontos principais neste momento: (i)
quais sdo as principais técnicas de A e o atual estado da arte no Poder Judiciario, utilizando
exemplos de sistemas ja existentes e (ii) quais sdo as principais fungdes desses sistemas, isto
€, quais sao os objetivos que buscam atingir. Busca-se compreender a técnica, o contexto no
qual ela sera aplicada, a governanca da organizacao e os aspectos legais envolvidos, para,
assim, desenvolver uma metodologia de AIA adequada para alcangar a efetividade do
accountability. Ao abordar a regulacdo tecnologica, é impossivel dissociar os aspectos
técnicos dos teodricos, pois o processo regulatorio constitui, em si mesmo, uma forma de
tecnologia - um sistema articulado de métodos e racionalidades voltado para adequar as
dindmicas econdmicas e sociais as transformacdes em curso. O desenho regulatério de novas
tecnologias exige a compreensao integrada de aspectos técnicos e tedricos, pois a regulagio &,
a0 mesmo tempo, um fendmeno técnico (instrumental) e teérico (normativo e valorativo)®. E
necessario que pesquisadores e operadores do Direito entendam a técnica, como esses sistemas
funcionam na pratica e quais sdo os objetivos que buscam atingir, para assim, aplicar e
escrever a Lei. A partir disso, compreender que eles estdo inseridos em um contexto de
resolugdo de problemas, otimizacao de resultados e aumento de produtividade.

134

Definir o que ¢ a Inteligéncia Artificial®® seria, por si s6, um estudo extenso. A

3BAPTISTA, Patricia; KELLER, Clara Iglesias. Por que, quando e como regular as novas tecnologias? Os
desafios trazidos pelas inovacodes disruptivas. Disponivel em:
https://periodicos.fgv.br/rda/article/download/66659/64683/141418. Acesso em: 2 jul. 2025.

34 Em resposta a proposta de regulamenta¢io da inteligéncia artificial na Unido Europeia (Al Act), o European
Law Institute (ELI) apresentou criticas a defini¢@o original de “sistema de inteligéncia artificial” constante do art.
3° n.° 1 do regulamento, argumentando que a redagdo adotada é excessivamente ampla, vaga e tecnicamente
instavel por depender de um anexo (Anexo I) suscetivel a alteragcdes ndo legislativas. Como alternativa, o ELI
propds uma defini¢do funcional baseada no grau de autonomia dos sistemas e na sua capacidade de transformar
dados em decisoes, recomendagdes ou previsdes com efeitos no comportamento humano ou no ambiente. Para o
Instituto, a defini¢do normativa de IA deve priorizar critérios juridicos e finalisticos — como risco, autonomia e
impacto nos direitos fundamentais —, de modo a garantir maior seguranga juridica e efetividade regulatodria.
EUROPEAN LAW INSTITUTE. Response on the definition of an Al system. Viena: ELI, 2021. Disponivel em:
https://www.europeanlawinstitute.cu/fileadmin/user_upload/p_eli/Publications/ELI Response_on_the definition
_of an_AI System.pdf. Acesso em: 9 jun. 2025.
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defini¢do de IA evolui a medida que a tecnologia avanga, variando desde abordagens centradas
no comportamento humano até aquelas focadas na racionalidade e capacidade de resolver
problemas. A sua definicdo impacta em regulamentagdes, responsabilizacdes, servicos e
mercados.

No Brasil, o debate legislativo em torno da defini¢ao de inteligéncia artificial ganhou
destaque com a tramita¢do do Projeto de Lei n°® 2338/2023, que busca instituir um Marco
Legal para o desenvolvimento e uso da IA no pais. Desde o inicio das discussdes na Camara
dos Deputados, com o PL n°® 21/20, tornou-se evidente a complexidade de formular uma
definicdo normativa precisa para a tecnologia, tendo em vista seu carater dinamico,
multifacetado e em constante evolu¢do. Especialistas ouvidos em audiéncias publicas
apontaram os riscos de uma defini¢do excessivamente técnica, que poderia se tornar
rapidamente obsoleta, ou de uma formulacao genérica demais, que abrangeria tecnologias de
baixo risco ou que ndo exigiriam regulagdo especifica®®. Diante disso, optou-se por uma
abordagem funcional, baseada nos efeitos concretos dos sistemas sobre os direitos
fundamentais das pessoas, deslocando o foco da estrutura interna dos sistemas para seu
impacto no mundo social e juridico.

A redagdo atual do PL n° 2338/2023 evita consolidar uma defini¢do tnica ¢ fixa de
inteligéncia artificial, preferindo atribuir ao Sistema Nacional de Regulacdo e Governanga de
Inteligéncia Artificial (SIA) a responsabilidade de classificar os sistemas de IA conforme
critérios como grau de autonomia, potencial lesivo, opacidade e impacto sobre liberdades
fundamentais. Com isso, a proposta brasileira se aproxima da logica regulatoria por risco
adotada na Unido Europeia, como se observa no A/ Act, mas mantém a flexibilidade necessaria
para adaptar a regulacdo a realidade tecnoldgica nacional. Essa op¢do legislativa, além de
refletir uma postura de prudéncia regulatoria, revela uma tentativa de equilibrar inovagado
tecnoldgica e protecao de direitos, evitando tanto o vacuo normativo quanto o engessamento
juridico frente as rapidas transformagdes do campo da inteligéncia artificial.

Tomado por essa discussao, o Poder Judiciario, no inciso I do art. 4° da Resolugao n.°

615 do CNJ definiu IA como:

I — sistema de inteligéncia artificial (IA): sistema baseado em maquina que, com
diferentes niveis de autonomia e para objetivos explicitos ou implicitos, processa
um conjunto de dados ou informag¢des fornecido e com o objetivo de gerar resultados

35 SENADO FEDERAL. Relatério de Audiéncia Publica sobre o PL 2338/2023. Comissdo Temporaria Interna
sobre Inteligéncia  Artificial no Brasil. Brasilia: Senado Federal, 2023. Disponivel em:
https://www12.senado.leg.br/noticias/materias/2023/10/24/comissao-debate-regulacao-da-inteligencia-artificial-
com-especialistas. Acesso em: 9 jun. 2025.
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provaveis e coerentes de decisdo, recomendagdo ou conteudo, que possam
influenciar o ambiente virtual, fisico ou real.

O fato de ndo haver consenso sobre sua defini¢do ndo constitui justificativa valida para
a omissao regulatoria.. Apesar das discussdes sobre defini¢dao de IA, essa tecnologia ja esta
sendo amplamente utilizada em todos os setores da sociedade. A 1A ¢ um campo guarda-chuva
que abarca diversas técnicas, dentre elas o deep learning, machine learning e redes neurais,
por exemplo). Essas técnicas ja estdo sendo utilizadas no campo do poder judiciario, mesmo
antes da existéncia de regulamentacdo sobre essas tecnologias.

Segundo a pesquisa realizada pelo Centro de Inovagao, Administragdo e Pesquisa do
Judiciario, da FGV Conhecimento, em 2022, no setor judiciario, 77% dos sistemas de 1A
utilizavam a técnica de aprendizagem de maquina® (machine learning) tanto para o
desempenho de tarefas descritivas, como para preditivas®’.

A técnica do machine learning pode utilizar os algoritmos de diversas formas e pode
ser dividida por tipo de treinamento do modelo computacional ¢ em como os dados de
treinamento sdo utilizados. Essa técnica ¢ utilizada de trés maneiras: aprendizado
supervisionado, aprendizado nao supervisionado e aprendizado por reforgo.

A primeira forma é o aprendizado supervisionado®®, no qual sio apresentados ao
algoritmo padrdes de treinamento acompanhados de um conjunto de rétulos (ou classes)
previamente conhecidos. O responsavel por programar esse modelo seleciona os dados de
treinamento, os rotula para ensinar o algoritmo a chegar ao resultado desejado e o sistema
aprende por tentativa e erro, visando realizar predi¢cdes para novos padrdes, em situagdes e
contextos que ndo haja a rotulagem®. Um ponto interessante para se notar nessa forma é que
ha maior participagdo humana nesse treinamento.

O modelo supervisionado ¢ utilizado em 49% dos sistemas de IA segundo a pesquisa

36 O modelo de aprendizado de maquina consiste na extragdo de padrdes estaticos a partir de grandes quantidades
de dados empregados no seu treinamento.

37 FGV CONHECIMENTO. Tecnologia Aplicada a Gestio dos Conflitos no Ambito do Poder Judiciario
Brasileiro. 2# Edigdo. 2022, p- 256, Disponivel em:
https://ciapj.fgv.br/sites/ciapj.fgv.br/files/relatorio_ia 2fase.pdf . Acesso em: 2 jul. 2025.

3DREXL, Josef; HILTY, Reto M.; BENEKE, Francisco; DESAUNETTES-BARBERO, Luc; FINCK, Michéle;
GLOBOCNIK, Jure; GONZALEZ OTERO, Begofia, HOFFMANN, Jorg; HOLLANDER, Leonard; KIM, Daria;
RICHTER, Heiko; SCHEUERER, Stefan; SLOWINSKI, Peter R.; THONEMANN, Jannick. Technical Aspects
of Artificial Intelligence: An Understanding from an Intellectual Property Law Perspective. Max Planck
Institute for Innovation & Competition Research Paper, n. 19-13, 15p., 8 out. 2019. Disponivel em:
<://ssrn.com/abstract=3465577>. Acesso em: 3 jul. 2025.

3 DREXL, Josef; HILTY, Reto M.; BENEKE, Francisco; DESAUNETTES-BARBERO, Luc; FINCK, Michéle;
GLOBOCNIK, Jure; GONZALEZ OTERO, Begoiia; HOFFMANN, Jorg; HOLLANDER, Leonard; KIM, Daria;
RICHTER, Heiko; SCHEUERER, Stefan; SLOWINSKI, Peter R.; THONEMANN, Jannick. Technical Aspects
of Artificial Intelligence: An Understanding from an Intellectual Property Law Perspective. Max Planck
Institute for Innovation & Competition Research Paper, n. 19-13, 15p., 8 out. 2019. Disponivel em:
<://ssrn.com/abstract=3465577>. Acesso em: 3 jul. 2025.



34

do CIAPJ/FGV (2022). O sistema Bem-te-Vi*, do Tribunal Superior do Trabalho, utiliza essa
forma de treinamento para auxiliar na triagem de processos nos gabinetes. Os dados de
processos decididos nos tltimos dois anos, por cada Ministro, foram utilizados como insumos
para os algoritmos, a fim de permitir que sejam extraidas previsoes, como (i) o formato da
decisdo (acérdao ou decisao monocratica), (ii) o assessor mais experiente na matéria e (iii) a
analise de transcendéncia, requisito para admissibilidade do recurso.

A segunda maneira de se utilizar o machine learning ¢ por meio de aprendizado nao
supervisionado, ou seja, o treinamento ndo dependera de dados rotulados como no modelo
supervisionado. Nessa técnica, o modelo computacional ¢ treinado para identificar
semelhancas, paralelos e/ou diferencas nos dados de entrada, tendo como fim organizar
amostras (clusterizagdo ou clustering), sendo comumente empregado em tarefas de
agrupamento e associagdo. Ao contrario da primeira forma, como a rotulagem dos dados de
treinamento ndo ¢ necessaria, exige-se menos participacdo humana no treinamento, mas €
necessaria maior interpretagio humana em relagio ao resultado®!.

Trazendo para o contexto do poder judicidrio, o aprendizado ndo supervisionado ¢
utilizado em 26% dos sistemas de IA do judiciario*. O sistema Athos*, no Superior Tribunal
de Justica, utiliza essa forma de treinamento para a categorizagao, classificacao e agrupamento
de documentos, com o fim de realizar as tarefas de identificagdo de temas repetitivos e
monitoramento de temas de processos com pecas semelhantes. De forma similar, o sistema

Larry*** do Tribunal de Justica do Parana (TJPR), utiliza esse tipo de algoritmo para o

4CONSELHO SUPERIOR DA JUSTICA DO TRABALHO (Brasil). Bem-ti-vi — Justi¢a 4.0. Disponivel em:
https://www.csjt.jus.br/web/csjt/justica-4-0/bem-ti-vi. Acesso em: 4 jul. 2025.

4DREXL, Josef; HILTY, Reto M.; BENEKE, Francisco, DESAUNETTES-BARBERO, Luc; FINCK, Michéle;
GLOBOCNIK, Jure; GONZALEZ OTERO, Begoiia; HOFFMANN, Jorg; HOLLANDER, Leonard; KIM, Daria;
RICHTER, Heiko; SCHEUERER, Stefan; SLOWINSKI, Peter R.; THONEMANN, Jannick. Technical Aspects
of Artificial Intelligence: An Understanding from an Intellectual Property Law Perspective. Max Planck
Institute for Innovation & Competition Research Paper, n. 19-13, 15p., 8 out. 2019. Disponivel em:
https://ssrn.com/abstract=3465577. Acesso em: 3 jul. 2025.

“EGV CONHECIMENTO. Tecnologia Aplicada a Gestido dos Conflitos no Ambito do Poder Judicirio
Brasileiro. 2* Edicdo. 2022. Disponivel em: https://ciapj.fgv.br/sites/ciapj.fgv.br/files/relatorio_ia 2fase.pdf .
Acesso em: 2 jul. 2025.

SFIGUEIREDO, Guilherme Silva. Projeto Athos: um estudo de caso sobre a insercdo do Superior Tribunal
de Justica na era da inteligéncia artificial. 2022. 134 p. Trabalho de conclusdo de curso (Mestrado Profissional
em Direito, Regulagio e Politicas Publicas) — Universidade de Brasilia, Brasilia, 2022. Disponivel em:
https://www.cnj.jus.br/wp-content/uploads/2022/11/projeto-athos.pdf. Acesso em: 2 jul. 2025.

4 TRIBUNAL DE JUSTICA DO PARANA. Robé Larry Assessor — Iaa traz inteligéncia artificial para os
recursos especiais e extraordinarios. Disponivel em: https://www.tjpr.jus.br/destaques/-
/asset_publisher/11KI/content/robo-larry-assessor-iaa-traz-inteligencia-artificial-para-os-recursos-especiais-e-
extraordinarios/18319.Acesso em: 2 jul. 2025.

4 TRIBUNAL DE JUSTICA DO PARANA. TJPR lanca novo médulo do Robd Larry. Curitiba: TIPR, 14
dez. 2022. Disponivel em: https://www.tjpr.jus.br/destaques/-/asset_publisher/11KI/content/tjpr-lanca-novo-
modulo-do-robo-larry/18319. Acesso em: 3 jul. 2025.
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agrupamento ¢ a identificagdo de petigdes iniciais que descrevem fatos similares.

O terceiro e ultimo tipo ¢ o modelo de aprendizado por refor¢co. Nesse modelo, o
enfoque ¢ nao depender de conjuntos de dados pré-existentes, mas sim da coleta de simulagdes
ou jogos. Isso significa que o algoritmo ira descobrir as regras e tomar decisdes com base no
feedback continuo que recebe em relagdo as acdes realizadas durante o processo de
treinamento, gerando sistemas de pontuagdes O envolvimento humano nesse tipo € limitado a
mudanga do ambiente ou ao ajuste de sistemas de pontuagdes no jogo, ou na simulacao, ou
seja, nas regras do jogo*®.

Segundo a pesquisa realizada pelo CIAPJ/FGV, em 2022, até a sua publicacdo, apenas
3% dos sistemas de [A utilizam a aprendizagem por refor¢o. No Tribunal de Justica de Santa
Catarina (TJSC), o Classificador de Peticdes em Execucdes Fiscais*’ utiliza essa forma de
treinamento para classificar textos de peticdes, de modo a auxiliar na localizacdo dos
processos e a permitir o impulso em bloco de grandes volumes de processos.

As trés formas de aprendizagem (supervisionada, ndo supervisionada e por reforgo)
possuem em comum a participagdo humana, seja em pequena, média ou grande intensidade.
Ela ¢ indispensével para o resultado, podendo ser maior no treinamento ou na interpretacao
do resultado. Do ponto de vista ético, a participagdo humana no processo ¢ essencial,
principalmente quando utilizamos esses sistemas no poder judiciario, onde ha principios
constitucionais como Principio do Devido Processo Legal*, Principio do Contraditério® e
Ampla Defesa e Principio da motivagdo das Decisdes>’.

Conclui-se pelo numero de sistemas apresentados que os modelos de aprendizado de
maquina predominam nas aplicagdes de IA aos tribunais e a pratica juridica, ou seja, sdo
aqueles modelos que extraem padrdes em documentos por meio de métodos estatisticos, que

se baseiam as predicdes e as decisdes automatizadas. Essa tecnologia ndo simula a capacidade

4 DREXL, Josef; HILTY, Reto M.; BENEKE, Francisco; DESAUNETTES-BARBERO, Luc; FINCK, Michéle;
GLOBOCNIK, Jure; GONZALEZ OTERO, Begoiia; HOFFMANN, Jorg; HOLLANDER, Leonard; KIM, Daria;
RICHTER, Heiko; SCHEUERER, Stefan; SLOWINSKI, Peter R.; THONEMANN, Jannick. Technical Aspects
of Artificial Intelligence: An Understanding from an Intellectual Property Law Perspective. Max Planck
Institute for Innovation & Competition Research Paper, n. 19-13, 15p., 8 out. 2019. Disponivel em:
https://ssrn.com/abstract=3465577. Acesso em: 3 jul. 2025.

YTRIBUNAL DE JUSTICA DE SANTA CATARINA. Robé Classificador de Peti¢des. Florianopolis, 2023.
Disponivel em:
https://www.tjsc.jus.br/documents/728949/2270501/SEI_8012686_ TAPROBOCLASSIFICADOR.pdf/faaa3cba-
9290-d093-5b12-ba009{61811c?t=1741633708527.Acesso em: 2 jul. 2025.

“BRASIL. Constitui¢io (1988). Constitui¢do da Republica Federativa do Brasil, promulgada em 5 de outubro de
1988. Brasilia: Senado Federal, 23 ago. 2024. Art. 5°, LIV

“BRASIL. Constitui¢io (1988). Constituigdo da Republica Federativa do Brasil, promulgada em 5 de outubro de
1988. Brasilia: Senado Federal, 23 ago. 2024. Art. 5°, LV

S9BRASIL. Constituicio (1988). Constituicdo da Republica Federativa do Brasil, promulgada em 5 de outubro de
1988. Brasilia: Senado Federal, 23 ago. 2024. Art. 93, IX
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humana de interpretacdo, construcao de conceitos juridicos, argumentagdo e realizacao de
inferéncias praticas a partir de normas juridicas ou éticas®'. Apesar de ja existir a Jurimetria -
aplicagdo de métodos estatisticos e matematicos ao estudo do direito e do sistema judiciario,
que combina conhecimentos juridicos com técnicas quantitativas para analisar fenomenos
legais de forma empirica - este cenario muda com chegada da [A Generativa.

Com a ascensao do ChatGPT no fim de 2022 e inicio de 2023, a IA Generativa ganhou
espaco e popularidade no cenario mundial: uma tecnologia capaz de gerar textos, imagens e
outros conteudos em resposta a uma interacao feita em linguagem humana. Desde entdo, o
mercado tem se expandido rapidamente, com diversas empresas langando suas proprias
solugdes de IA generativa - Gemini (Google), Meta Al (Meta), Claude (Anthropic), Grok
(X.AI), e Perplexity Al (Perplexity Al Inc.), entre inimeras outras que continuam surgindo.

A interface baseada em linguagem natural dessas ferramentas revolucionou a
acessibilidade ao poder computacional da [A, eliminando a necessidade de conhecimentos
técnicos avancados para sua utilizacdo. Esta simplificagdo, combinada com modelos de
precificacdo acessiveis oferecidos pelas diversas empresas concorrentes, democratizou
significativamente o acesso a estas tecnologias. Para magistrados e servidores do Poder
Judiciario, tal revolucdo tecnoldgica representa uma oportunidade sem precedentes de
incorporar recursos avangados de processamento de informagdes em suas rotinas de trabalho,
sem exigir capacitagdo técnica especializada em programacao ou ciéncia de dados.

Diante desse cenario de rapida expansdo da IA no Poder Judiciario, o CNJ realizou um
levantamento sobre o uso da ferramenta de IA Generativa (IAG) e chegou em algumas
conclusdes, como>2:

1. Uso de IAGs nos tribunais brasileiros ¢ significativo entre magistrados e servidores -
cerca de metade ja teve experiéncia com IAGs, mas o uso nas atividades profissionais
¢ consideravel, mas a frequéncia ¢ baixa (rara ou eventual);

2. Ha maior uso e frequéncia de IAGs entre aqueles que desenvolvem atividades
académicas (discentes ou docentes);

3. Haelevado interesse na utilizagao de IAGs e tendéncia de aumento no seu uso;

4. A maioria utiliza ferramentas abertas na internet e hd um uso reduzido de ferramentas

de IAG disponibilizadas pelos tribunais;

SIMARANHAO, J; ABRUSIO, J; ALMADA, M. Inteligéncia artificial aplicada ao direito e o direito da
inteligéncia artificial. Suprema: revista de estudos constitucionais, v. 1, n. 1, p. 154-180, jan./jun. 2021.

2CONSELHO NACIONAL DE JUSTICA (CNJ). O uso da Inteligéncia Artificial Generativa no Poder
Judicidrio  Brasileiro: relatério de pesquisa. Brasilia: CNJ, set.2024. Disponivel em:
https://www.cnj.jus.br/wp-content/uploads/2024/09/cnj-relatorio-de-pesquisa-iag-pj.pdf. Acesso em: 2 jul. 2025.
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5. E significativo o uso de IAGs para pesquisa geral e busca de precedentes e
jurisprudéncia, bem como € necessaria a orientagdo quanto a verificagao dos resultados
na busca de precedentes;

6. E preocupante que a maioria ndo revele o uso de IAGs a seus pares ou superiores,
dificultando a revisdo interna e levando a imprecisdes ou erros nos resultados;

7. E necessario promover a transparéncia com a disponibilizagdo oficial de ferramentas

e medidas de conscientizacao.

Portanto, resta claro que o uso de tecnologias de IA no Poder Judiciario € um cenario
que ndo deve ser ignorado. Com a sua utilizacdo em grande escala, essas tecnologias podem
impactar a prestacdo de servigos publicos, ou seja, a atividade fim do poder judiciario,
trazendo beneficios e riscos para a sociedade e as pessoas afetadas pela justica. Um dos
principais desafios enfrentados nesse cenario ¢ a dificuldade de accountability e prestagao de
contas desses sistemas, em face do rapido desenvolvimento de tecnologias e da sua aplicagdo

no dia a dia dos tribunais.

1.3 BENEFICIOS, RISCOS E POTENCIAIS DANOS RELACIONADOS AO USO DE 1A
NO JUDICIARIO

O Poder Judiciario brasileiro, historicamente, ja enfrenta uma série de entraves
estruturais que comprometem sua efetividade, acessibilidade e isonomia, como ja
apresentados anteriormente, a morosidade processual, dificuldade de adentrar o pais para
regides periféricas, a linguagem excessivamente técnica. Isso sdo fatores que dificultam o
acesso a justica, especialmente para os grupos socialmente vulneraveis. Conforme aponta
Boaventura de Sousa Santos*, ha uma "dupla face" da justica: uma voltada 3 manutengdo da
ordem e outra que, por sua lentidao e seletividade, aprofunda desigualdades sociais. Tais
distor¢des revelam um sistema que, muitas vezes, atua mais como instrumento de exclusao do
que de emancipacdo. Nesse contexto, o discurso da eficiéncia tecnologica pode operar como
um verniz que encobre desigualdades sistémicas: ao automatizar um Judiciario ja marcado por
vieses estruturais, o risco € o de cristalizar as injusti¢as preexistentes sob a aparéncia de

neutralidade algoritmica.

33SANTOS, Boaventura de Sousa. Critica da razio indolente: contra o desperdicio da experiéncia. Sio Paulo:
Cortez, 2000.
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Segundo pesquisa publicada pelo CNJ (2024) sobre uso de IA no Poder Judiciario>,
atualmente hé 147 sistemas de IA comunicados ao Sistema Sinapses, cujas aplicacdes ocorrem
tanto nas atividades-meio (administrativas), quanto nas atividades—fim, sendo elas:

1. Automagdo de tarefas repetitivas: eficiéncia operacional e economia de tempo dos
servidores e das servidoras.

2. Suporte a decisdo e eficiéncia operacional: auxilio a decisdes e reducdo do tempo de
tramitacdo dos processos.

3. Melhoria em servigos de atendimento: uso de IA em balcdes virtuais, chatbots e
traducdo de “juridiqués” para linguagem comum;

4. Otimiza¢do de processos administrativos: [IA aplicada em licitagdes, estratégias
administrativas e resolugao de problemas administrativos;

5. Anadlise aprofundada de documentos e precedentes: melhoria da andlise juridica e da
identificacdo de litispendéncia e demandas predatorias;

6. Apoio a tomada de decisdo judicial: auxilio a magistrados em minutas de decisdo e
julgamentos

7. Concentragdo em analises processuais: foco em analises qualificadas e contribuigdes
diretas para atividades judicantes

8. Minimizag¢ao de deficiéncias processuais: redugdo de erros e inefici€éncias no processo
judicial

9. Eficiéncia na prestagdo jurisdicional: agilizacdo do processamento judicial,
especialmente em anos eleitorais™.

Nesse cenario, o CNJ também identificou que a compreensdo dos principais tipos de
riscos inerentes ou associados a IA ¢ a chave para desenvolver mecanismos de governanca
adequados. Alguns riscos podem ser apontados como inerentes a tecnologia que podem trazer
consequéncias negativas a direitos humanos, sendo eles>®:

1. Riscos da legitimacdo de processos ligados a falta de transparéncia;
2. Riscos de legitimagao de processos ligados a privacidade e a protecdao de dados;

3. Riscos instrumentais de danos materiais ou morais, decorrentes do design equivocado

SCONSELHO NACIONAL DE JUSTICA. O uso da Inteligéncia Artificial Generativa no Poder Judiciario
Brasileiro: relatério de pesquisa. Brasilia: CNJ, set.2024. Disponivel em: https://www.cnj.jus.br/wp-
content/uploads/2024/09/cnj-relatorio-de-pesquisa-iag-pj.pdf. Acesso em: 2 jul. 2025.

SSCONSELHO NACIONAL DE JUSTICA. Pesquisa uso de inteligéncia artificial (IA) no Poder Judicidrio:
2023. Brasilia: CNJ, 2024. 120 p. Disponivel em: https://bibliotecadigital.cnj.jus.br/jspui/handle/123456789/858.
Acesso em: 2 jul. 2025.
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Brasileiro: relatorio de pesquisa. Brasilia: CNJ, set.2024. Disponivel em: https://www.cnj.jus.br/wp-
content/uploads/2024/09/cnj-relatorio-de-pesquisa-iag-pj.pdf. Acesso em: 2 jul. 2025.
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ou de erros no treinamento, ou na implementagao, que resultem em falhas; e
4. Riscos instrumentais ligados a discriminagao.

A introducdo de sistemas de inteligéncia artificial no Poder Judiciario, sem
salvaguardas adequadas, tem o potencial de comprometer diretamente os principios
constitucionais que estruturam a democracia brasileira. O contraditdrio, o devido processo
legal e o principio do juiz natural podem ser fragilizados quando decisdes sdo tomadas ou
sugeridas com base em logicas algoritmicas opacas - black boxes, sem que as partes
envolvidas compreendam ou tenham meios efetivos para questionar os critérios utilizados.

A automatizagdo da tomada de decisdo, ainda que parcial, tende a deslocar a autoridade
judicial para um sistema técnico e codificado por algoritmos, cujos fundamentos nao se
alinham a racionalidade juridico-deliberativa. Em contextos de aumento do niimero de casos
de judicializagio e pressdo por eficiéncia®’, ha o risco de que a IA se torne uma instancia de
padronizacdo deciséria, comprometendo a individualidade do julgamento e dificultando e
deixando as sombras o debate contraditorio. Ao naturalizar decisdes decorrentes de sistemas
sem transparéncia suficientes, ou melhor, opacos, pode-se se esvaziar ndo somente garantias
processuais, mas também a propria legitimidade democratica da jurisdicao.

Um dos riscos que pode ser ocasionado nesse cenario ¢ a discriminagdo algoritmica.
Quando inseridos em um sistema que ja opera de forma desigual, os algoritmos podem
consolidar e automatizar distor¢des historicas do Judicidrio®. Isso ocorre porque os modelos
de TA sdo treinados com dados historicos, que refletem praticas judiciais marcadas por
seletividade penal, decisdes discriminatdrias e desigualdades de acesso. Como alerta Kate
Crawford®, os sistemas de IA ndo sdo autdbnomos, mas sim infraestruturas sociotécnicas
moldadas por relagdes de poder, extracao de dados e hierarquias sociais.

No contexto judicial, isso significa que, ao utilizar bases de dados enviesadas, a IA

pode reforcar padrdes de julgamento que penalizam desproporcionalmente populagdes

37 No TIMG, o PROJEF (Programa Justica Eficiente) foi langado pela Presidéncia do Tribunal de Justi¢a de Minas
Gerais nos primeiros dias da administra¢do para o biénio 2020/2022. Dirigido pelo Comité Estratégico de Gestao
Institucional, e instituido pela Portaria Conjunta 1.024/2020, o programa buscou nortear o aperfeicoamento da
gestdo administrativa e da governanga judiciaria no Estado. Atualmente, o projeto encontra-se na sua fase 5.0, e
se traduz ¢ um conjunto de agdes estruturadas “para elevar o judiciario mineiro, durante a gestdo, ao patamar
inédito de eficiéncia, tornando-o mais agil e acolhedor” e “assegurar a razoavel duragdo do processo e os meios
que promovam a celeridade de sua tramitagdo”. TRIBUNAL DE JUSTICA DE MINAS GERAIS. Programa
Justica Eficiente — Projef. Disponivel em:https://www.tjmg.jus.br/portal-tjmg/acoes-e-programas/programa-
justica-eficiente-projef.htm. Acesso em: 08 de jun de 2025.

BEUBANKS, Virginia. Automating Inequality: How High-Tech Tools Profile, Police, and Punish the Poor.
New York: St. Martin’s Press, 2018.

CRAWFORD, Kate. Atlas of AI: Power, Politics, and the Planetary Costs of Artificial Intelligence. Yale
University Press, 2021.
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racializadas, pobres e periféricas, por exemplo®. A promessa de eficiéncia, nesse cenario,
disfarca uma légica de automagdo que, ao invés de corrigir desigualdades, pode legitima-las
sob uma aparéncia de neutralidade pela maquina. O risco ndo se encontra apenas na decisdo
automatizada, mas na concretizacdo de padrdes de decisdo sem espago para contestacao,
revisdo ou contextualizagao, no qual ameaga diretamente a justica substantiva e a equidade no
julgamento.

Nesse sentido, a discriminagdo algoritmica configura-se como uma das mais graves
ameacas no uso de sistemas de inteligéncia artificial no Poder Judiciério. Diferentemente de
formas explicitas de discriminagdo, os vieses algoritmicos operam de maneira silenciosa e
estruturante: sdo embutidos nos dados de treinamento, nos critérios de classificacdo e nas
métricas de desempenho utilizadas, escapando muitas vezes a percepcao dos operadores
juridicos®!. Ou seja, essas percepgdes sdo no codigo. O codigo, como diz Lawrence Lessig,
também ¢ lei®?

63, os algoritmos ndo criam os vieses de maneira

Como aponta Ruha Benjamin
autonoma. Eles herdam e refinam as desigualdades sociais sob uma nova otica: a logica da
eficiéncia técnica. No contexto judicial, isso significa que decisdes que historicamente
penalizam determinados grupos podem ser replicadas por sistemas automatizados sob a
justificativa de previsibilidade e racionalidade. O problema ndo é apenas técnico, mas
normativo: ao naturalizar essas decisdes e esconder sua logica interna, a [A mina a
possibilidade de contestacdo e contraditdrio, agravando a diferenga entre justica formal e
justica material. Essa opacidade algoritmica compromete a concretizacdo do devido processo
legal, ao retirar do individuo o direito de conhecer, compreender e confrontar as razdes que

determinaram a decisdo que lhe afeta®

Nesse sentido, identifica-se a opacidade como um obstaculo a responsabilizacao.

SO BENJAMIN, Ruha. Race After Technology: Abolitionist Tools for the New Jim Code. Polity Press, 2019.
S'IKROLL, Joshua A.; HUEY, Joanna; BAROCAS, Solon; FELTEN, Edward W.; REIDENBERG, Joel R.;
ROBINSON, David G YU, Harlan. Accountable Algorithms. University of Pennsylvanla Law Rev1ew,
Filadélfia, V. 165 n. 3, p. 633-706, 2017. Disponivel em:
https.//scholarshlp.1aw.upenn.edu/penn_law_rev1ew/v01165/1ss3/3/.Acesso em: 2 jul. 2025.

62 Lessig argumenta que o cddigo regula o ciberespago assim como a lei regula as sociedades dos espagos humanos.
Para ele, o c6digo pode ser um meio adicional para a lei influenciar indiretamente o comportamento no ciberespago
uma vez que a arquitetura tecnoldgica também funciona como um mecanismo regulatdrio assim como as normas
sociais, o mercado ¢ a lei, estabelecendo as bases para o debate académico sobre governanca digital. LESSIG,
Lawrence. Code: And Other Laws of Cyberspace. New York: Basic Books, 1999.

SBENJAMIN, Ruha. Race After Technology: Abolitionist Tools for the New Jim Code. Polity Press, 2019.
®MONTEIRO, Renato Leite. Desafios para a efetivacdo do direito a explica¢do na Lei Geral de Protegio de
Dados do Brasil. 385 f. Tese (Doutorado em Direito) — Programa de P6s-Graduagio em Filosofia e Teoria Geral
do Direito, Faculdade de Direito, Universidade de Sdo Paulo, S3o Paulo, 2021. Disponivel em:
https://www.teses.usp.br/teses/disponiveis/2/2139/tde-22072022-120338/pt-br.php. Acesso em: 2 jul. 2025.
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Como se pode, portanto, garantir essa responsabilidade? Com transparéncia e prestacao de
contas. A sua auséncia ¢ um obstaculo central para qualquer pretensdo de responsabilizacao
ou controle social. Quando decisdes sdo tomadas, sugeridas ou moldadas por algoritmos cujos
critérios permanecem inacessiveis as partes envolvidas — e, muitas vezes, até mesmo aos
proprios operadores juridicos —, torna-se invidvel exercer o direito a contestagao e a revisao.
Como argumenta Renato Leite Monteiro®, a falta de explicabilidade técnica nio pode
justificar a supressdo de garantias juridicas: ao contrario, ¢ justamente diante da complexidade
dos sistemas que se impoe a constru¢ao de mecanismos juridicos robustos de auditabilidade e
prestagao de contas.

A opacidade algoritmica (alimentada por segredos comerciais, complexidade
matematica e auséncia de documentagdo acessivel) impede o controle democratico da
jurisdi¢do®® e enfraquece o principio republicano da publicidade dos atos processuais.

Nesse contexto, a ado¢ao de mecanismos de governanga como accountability
algoritmico, avaliagdes de impacto algoritmico e obrigacdes estruturadas de transparéncia
deixam de ser opg¢des administrativas e se tornam exigéncias constitucionais para a
preservacio da legitimidade judicial. E por esse caminho, que uma transformagio digital em
um ecossistema judicial complexo, garantindo o equilibrio entre inovagdo tecnoldgica e
principios constitucionais, enquanto ha uma o uso e desenvolvimento ético e responsavel da

inteligéncia artificial diante desse contexto.

% MONTEIRO, Renato Leite. Desafios para a efetivacio do direito a explicacdo na Lei Geral de Protecdo de
Dados do Brasil. 385 f. Tese (Doutorado em Direito) — Programa de P6s-Graduagdo em Filosofia e Teoria Geral
do Direito, Faculdade de Direito, Universidade de Sao Paulo, S3o Paulo, 2021. Disponivel em:
https://www.teses.usp.br/teses/disponiveis/2/2139/tde-22072022-120338/pt-br.php. Acesso em: 2 jul. 2025.
SESPOSITO, Elena. Transparency versus Explanation: The Role of Ambiguity in Legal Al Disponivel em:
https://journalcrcl.org/crcl/article/view/10. Acesso em: 2 jul. 2025.
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2 PANORAMA REGULATORIO DA IA

A onda regulatdria sobre o funcionamento e o impacto das novas tecnologias vem, na
ultima década, sendo marcada pelas promulgacdes de diversas legislagdes em diferentes
jurisdi¢des. Assim como aconteceu com o General Data Protection Regulation - GDPR, na
Unido Europeia, e a Lei Geral de Prote¢do de Dados, no Brasil, com o Digital Services Act -
DSA, na Unido Europeia e o PL n.° 2.630/2020 no Brasil, a busca pela regulagao da IA tem sido
pauta em discussoes legislativas mundo afora. O recém-aprovado Artificial Intelligence Act -
AI ACT?, na Unido Europeia, marca uma nova era dessa onda regulatdria no mundo. No Brasil,
esse efeito Bruxelas®® pode ser sentido pelas inimeras propostas de regulagio no Senado e
Camara dos Deputados sobre a matéria de Inteligéncia Artificial, como o PL n® 2.338/2023.

A busca pela regulacdo se esbarra, em primeiro lugar, com a definicdo do que ¢
Inteligéncia Artificial. H4 uma confusdo conceitual sobre o que ¢ 1A, conforme afirma Kate
Crawford, em especial pelo distanciamento gerado pela falsa percepgdo de que se trata de um
meio técnico e inacessivel para pessoas nao treinadas em linguagem de programagdo. No
entanto, segundo a autora, a IA ¢ fundamentalmente politica e ndo se pode desvincular a
tecnologia do seu contexto sociopolitico®”.

A busca pela regulagdo de um objeto que pode ser interpretado e definido de diversas
visoes, traz uma complexidade para o proprio debate. Ou seja, ndo ha um meio certo ou errado
de regular. O que existe sao modelos de regulagdo diferentes que se valem de combinacdes
distintas de ferramentas, tais como analises de risco, sandboxes regulatdrios e requerimentos de

transparéncia’®. Além disso, o surgimento constante de novas regulamentagdes voltadas a

7 KLA ADVOGADOS. Lei que regulamenta inteligéncia artificial é aprovada pelo Parlamento Europeu. 18
de marco de 2024. Disponivel em: https://klalaw.com.br/lei-regulamenta-inteligencia-artificial-parlamento-
europeu-ai-act/.Acesso em: 2 jul. 2025.

% O Efeito Bruxelas, teorizado pela pesquisadora Anu Bradford, é o fendmeno pelo qual a Unido Europeia
consegue projetar globalmente suas normas regulatorias mesmo sem coer¢do politica ou militar, transformando-
se em um "superregulador" mundial. Esse efeito ocorre tendo em vista que o mercado europeu ¢ tdo grande e
importante que empresas multinacionais preferem adotar os padrdes europeus - frequentemente os mais rigorosos
do mundo em areas como protecdo de dados, meio ambiente e seguranca - como padrao global unico, ao invés de
manter diferentes sistemas regulatorios para diferentes mercados. Deste modo, regulamenta¢des como o GDPR ou
normas ambientais europeias acabam influenciando praticas corporativas em todo o planeta, permitindo que a UE
exporte seus valores e visdes regulatorias através de mecanismos puramente econdmicos, estabelecendo uma
forma unica de soft power baseada na forga de seu mercado interno. No campo de regulacdo de IA, esse efeito
pode ser percebido também. BRADFORD, Anu. The Brussels Effect: How the European Union Rules the
World, Oxford University Press, 2020.

% CRAWFORD, Kate. Atlas of AI: power, politics, and the planetary costs of artificial intelligence. New
Haven: Yale University Press, 2021.
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inteligéncia artificial - sejam através de projetos de lei, regulamentos ou documentos
internacionais elaborados por atores globais relevantes - evidencia uma tendéncia mundial em
que o debate ndo gira mais em torno de se € necessario regular essa tecnologia, mas sim sobre
qual a melhor forma de fazé-lo. Para esse fim, ¢ necessario entender o objetivo que se busca
alcancar com a sua regulacao.

Ha diferentes modelos de regulagdao de IA ao redor do mundo. A escolha do modelo
regulatorio se da em razdo de diversos fatores, como, por exemplo, tradi¢do juridica, estrutura
governamental, estrutura de mercado, posi¢do dos paises na cadeia de valor econdmico, além
de fatores politicos e culturais.

Alguns autores afirmam que ha trés modelos de regulagdo de inteligéncia artificial: (i)
modelo de incorporagdo; (ii) modelo emergente; e (iii) modelo ético ou principiolégico’!. O
primeiro modelo, chamado também de modelo de subsungdo, foca nas normas, legislagdes e
regulagdes ja existentes no ordenamento juridico e as possiveis intersegdes em casos que
utilizam IA na sociedade. Esse modelo busca o potencial do direito ja existente para disciplinar
o uso de IA em setores especificos. Ele evita a redundancia ou sobreposicdo regulatoria,
trazendo beneficios e garantindo a segurancga juridica e ndo implicando em custos regulatorios
desnecessarios. No entanto, a descentralizagdo de normas pode gerar inconsisténcias e, se nao
atualizada de forma setorial com rapidez, pode se tornar obsoleta. Esse modelo ¢ utilizado em
paises como Japio’? e Estados Unidos’.

O modelo norte-americano coloca em centro do debate o fomento ao desenvolvimento
tecnologico. Nos EUA, nos primeiros meses de 2025, mais de mil projetos de lei’ relacionados
a IA foram apresentados. Ainda que ndo haja lei federal em vigor, durante o governo de Joe

Biden foi publicada Ordem Executiva’ que buscava assegurar o uso seguro e protegido de 1A
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Acesso em: 2 jul. 2025.
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Acesso em: 2 jul. 2025.
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nos EUA. No entanto, no inicio de seu mandato, o presidente Donald Trump revogou tal medida
e determinou a revisdo de politicas, diretivas e regulamentos sobre IA que pudessem coibir a
inovagao.

O segundo modelo, por sua vez, busca criar uma regulagdo, por meio de uma legislagao
especifica, com intuito de disciplinar os efeitos emergentes da IA. Ele, ao contrario do primeiro,
promove uma maior atualizagdo e relevancia a regulagdo, determinando que o regulador
enfrente questdes relacionadas a tecnologia de forma especifica. Como desvantagem, esse
modelo tem potencial para promover redundancia ou sobreposi¢do regulatoria, além de
desconsiderar especificidades setoriais. Esse ¢ o modelo de regulacdo adotado pela Unido
Europeia, com o AI ACT, e pelo Brasil, com o PL n°® 2.338/2023.

O modelo da Unido Europeia busca um equilibrio entre inovacdo, garantias e
salvaguardas. E uma abordagem horizontal, ou seja, as normas nio se destinam a resolver
problemas especificos ou a preencher lacunas especificas dentro da ordem juridica, elas devem
necessariamente ser aplicaveis a qualquer setor. Nao sdo, portanto, regras ad hoc adotadas para
resolver um problema particular ou remover obstaculos legais, mas sim disposi¢des gerais que
estabelecem uma estrutura geral, um contexto de referéncia dentro do qual os sistemas de
inteligéncia artificial operam, tanto hoje quanto no futuro. A proposta de regulamentacdo parte
de uma folha em branco e estabelece um método para lidar com problemas que, considerados
em abstrato, qualquer aplicacdo de inteligéncia artificial poderia criar, e que os legisladores
europeus pretendem prevenir’®.

Por fim, o terceiro modelo, ético ou principiologico, ¢ a maneira de regulagdo mais
branda baseada na criagdo ¢ promogao de principios para o desenvolvimento e implementacao
da tecnologia, evitando normas especificas que podem tornar a moldura desatualizada em pouco
tempo. Ele traz maior flexibilidade em razao dos principios, que podem guiar discussdes quando
o objeto a ser regulado ¢ uma tecnologia emergente em constante evolucdo e transformagao.
Apesar disso, essa maneira de regulamentar traz uma dificuldade de se atingir consenso sobre
valores éticos para guiar as balizas para a tecnologia, com um potencial auséncia de aderéncia
diante de mecanismos coercitivos brandos. O Reino Unido”’ é um dos paises que adotam esse

modelo de regulagdo de IA.

76 FINOCCHIARO, Giusella. The regulation of artificial intelligence. AI & Society, v. 39, n. 4, p. 1961-1968,
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Enquanto a Unidao Europeia legisla para implementar um modelo de regulagao geral, o
Reino Unido propde um marco regulatdrio contextual e baseado em setores, ancorado em sua
rede existente e difusa de reguladores e leis. Essa abordagem estd baseada em dois elementos
principais: principios de IA que os reguladores existentes serdo solicitados a implementar e um
conjunto de novas fungdes centrais para apoiar esse trabalho. Atualmente, ndo existe um
conjunto holistico de leis que regule o desenvolvimento, a implantagdo ou o uso de IA no Reino
Unido. Em vez disso, desenvolvedores, implantadores e usuarios obedecem a uma rede
fragmentada de regras existente no ecossistema regulatério do Reino Unido, a qual inclui
quadros transversais ‘horizontais’, como direitos humanos, igualdade e legislagdo de protecao
de dados, e regulamentagdo especifica de dominio ‘vertical’, como o regime para dispositivos
médicos’®.

Para esses autores, os trés modelos nao sao auto excludentes, uma vez que € possivel
que elementos dos modelos sejam sobrepostos em uma escolha de regulacdo tendo como
objetivo as finalidades regulatérias escolhidas pelo legislador. O Brasil, tanto pelas regulagoes
propostas pelo PL n.° 2.338/2023 quanto pela Resolugdo n.° 615/2025” do CNJ, seguem o
segundo modelo de regulacao, com uma legislagdo especifica que ira trazer obrigagdes e
responsabilidades para os efeitos emergentes da IA.

As abordagens de regulagdo dos paises apresentados possuem uma caracteristica em
comum: a regulagdo com base no risco. Por constituir um instrumento regulatorio que se estende
através de multiplos setores e contextos, torna-se inviavel estabelecer uma resposta uniforme.
Diante dessa realidade, identifica-se como denominador comum, em meio a um amplo espectro
de alternativas, o modelo de regulagdo assimétrica fundamentado no risco. O conceito consiste
em ajustar a intensidade regulatoria — o grau de obrigacdes, direitos e responsabilidades de cada
agente regulado — conforme o nivel de risco presente em determinado contexto.

Esta abordagem resulta em esfor¢cos regulatdrios e obrigagdes de governanca
diferenciadas, que ndo se aplicam de igual maneira a todos os casos de uso, mesmo dentro de
um Unico setor, nem tampouco a todos os participantes da cadeia de IA. Tal estratégia
regulatdria ganhou proeminéncia com a proposta de regulamento de IA da Unido Europeia, mas

J4 se encontra presente em diversas outras fontes normativas.

8 DAVIES, Matt; BIRTWISTLE, Michael; REEVE, Octavia. Regulating Al in the UK. London: Ada Lovelace
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Essa metodologia ¢ considerada benéfica para o fomento a inovagdo, uma vez que
dimensiona proporcionalmente o grau de interveng¢ao regulatoria ao nivel de risco identificado,
evitando a cria¢do de cargas excessivas de obrigacdes. No contexto brasileiro, o projeto de lei
que melhor se alinha com a tendéncia internacional ¢ o PL 2338 de 2023, pois, diferentemente
dos demais, busca estabelecer procedimentalmente uma classificagao dinamica e equilibrada
baseada no risco contextual da inteligéncia artificial.

E valido ressaltar que existem varios modelos de regulagdo de risco e apresentam
multiplas configuragdes que variam desde modelos extremos de monopolio estatal (comando e
controle) até a autorregulacdo privada, passando por arranjos hibridos de corregulagdo que
combinam recursos estatais com incentivos a participagdo dos agentes econdmicos em parcerias
publico-privadas. A maioria das propostas regulatdrias para IA adota precisamente esse modelo
hibrido, embora com importantes diferencas quanto ao grau de supervisdo democratica e
escrutinio publico dos riscos®’. O setor ambiental exemplifica bem essa abordagem na realidade
juridica brasileira, com a sociedade civil participando da formulagdo e execu¢do de politicas
através de representacdo em orgdos colegiados normativos, audiéncias publicas em estudos de
impacto e conselhos municipais ambientais.

A questdo central dessa abordagem regulatoria estd em como ela se adapta a realidade
social, ja que podemos ver problemas parecidos em outros setores que ja foram regulamentados.
Embora a regulacdo de IA possa intensificar assimetrias existentes e resultar em processos
menos democraticos € mais tecnocraticos, ela também oferece uma oportunidade paradoxal de
equalizacdo e maior legitimidade regulatoria através do engajamento social ampliado. O Projeto
de Lei 2338/23 brasileiro avanga na dire¢do de um modelo de supervisdo democratica de riscos,
mas pode ser aperfeicoado com um capitulo mais programatico sobre essa questdo,
complementando e reforgando as disposi¢des ja existentes sobre participacdo publica na
avaliagdo, classificacdo e gerenciamento de riscos associados a [A

Com relacdo a abordagem de risco, escolhida pelos regulamentos europeu e pela
regulagdo setorial do CNJ, entende-se que definir se uma atividade ou sistema de 1A ¢ de baixo,
médio ou alto risco traz desdobramentos importantes para as obrigagdes desse sistema. A
identificagdo de alto risco em um sistema de IA significa dizer que ha chances significativas de
que as decisdes automatizadas, ou seja, aquelas feitas por algoritmos, possam resultar e

influenciar efeitos negativos nos direitos e liberdades das pessoas fisicas ou grupos

80 BIONI, Bruno; GARROTE, Marina; GUEDES, Paula. Temas centrais na Regula¢io de IA: O local, o regional
e o global na busca da interoperabilidade regulatoria. Sdo Paulo: Associacdo Data Privacy Brasil de Pesquisa,
2023.
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historicamente vulneraveis. Entender o risco incluir, mas ndo se limita, a alguns efeitos que
podem causar como: Interferéncia nos direitos fundamentais, como os direitos a igualdade e a
ndo discriminagdo, a privacidade, e a liberdade de expressdo; potenciais danos a satde ou
seguranca do sujeito, como perda da vida ou danos corporais; Potenciais danos psicologicos,
como a autocensura, a perda de autoestima e a perda de autonomia pessoal; Potenciais danos
sociais ou econdmicos, como danos financeiros, perda de propriedade ou restri¢do a servigos
publicos ou privados; Potenciais danos reputacionais ou de estigmatizacdo; Potenciais
preconceitos ou discriminagdes injustas em relagdo ao sujeito, incluindo discriminacao de
precos, discriminagdo no emprego ou acesso diferenciado ou discriminatorio aos servigos;
Potencial perda de controle ou supervisdo para o sujeito, incluindo manipulagdo economica ou
psicologica; Potenciais danos coletivos, como perda de liberdade ou instabilidade econdmica
ou politica; Aplicagdo em larga escala de tomada de decisdes automatizada, incluindo a
defini¢do de perfis € o monitoramento sistematico, que podem afetar as comunidades ou a
sociedade como um todo.

Um estudo publicado pela OCDE?®! traz como dimensdes essenciais para a delimitagio
do risco as pessoas e planeta, contexto econdomico, dados € modelo de IA. Esse debate, resultou
em duas propostas de delimitagdo de risco: prescritiva e procedimental.

A proposta prescritiva demonstra uma classificacdo rigida as qual sera indicada o tipo
de utilizacdo e o tipo de setor em que a aplicagdo podera ser classificada como alto risco ou
baixo risco. Ela exige uma defini¢do prévia do que sera considerado alto risco para cada setor.
No entanto, isso pode causar lacunas onde haverd ou nao a presenga da conducdo de
determinados instrumentos, como a AIA. A Comissdo Europeia, para o Al ACT, classifica uma
aplicagdo em alto risco observando se o setor e a utilizacdo envolvem riscos significativos,
norteados pelos aspectos da protecao da segurancga, dos direitos dos consumidores e dos direitos
fundamentais.

J& a proposta procedimental determina que o alto risco dependerd de um conjunto de
etapas e indagacdes. O risco, portanto, sera identificado a partir de dialogo, reflexdo e analise
qualitativa de informagdes associadas a um sistema de IA em si, e ndo apenas ao setor e tipo de
utilizacdo. Em suma, o risco dependerd de uma anélise do caso concreto da utilizagdo de um
sistema de IA. Além disso, o risco afetard de maneira diferente grupos politicamente
vulnerabilizados. Portanto, € necessario que se leve aspectos éticos e de direitos humanos no

contexto dessa abordagem e andalise de impactos destas tecnologias.

$IOECD. OECD framework for the classification of AI systems. OECD Digital Economy Papers. n. 323,
Fevereiro, 2022. Disponivel em: https://oecd.ai/en/classification. Acesso em: 11 mai. 2025
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O modelo de regulagao baseado em riscos funciona como uma escada com diferentes
degraus, onde cada nivel tem suas proprias regras e obrigacdes. No cendrio internacional, a
tendéncia ¢ focar primeiro na definicdo dos riscos inaceitaveis e altos, deixando os demais
(baixos e médios) como categorias residuais. E o que vemos no AI Act da Unido Europeia. Essa
estrutura pode ser visualizada como uma piramide: na base ficam os casos de menor risco (com
poucas obrigagdes), no meio estdo os riscos altos (com varias exigéncias para permitir o uso da
tecnologia) e no topo ficam os riscos inaceitaveis, onde a tecnologia ¢ simplesmente proibida.
Para que essa divisdo funcione na pratica, ndo basta apenas criar categorias genéricas como
"baixo", "médio" e "alto risco". E fundamental estabelecer critérios claros e objetivos para
identificar em qual categoria cada sistema de IA se encaixa.

Além de estabelecer os niveis de risco, ¢ essencial definir critérios minimos para
identificar onde cada sistema se encaixa, usando tanto elementos qualitativos quanto
quantitativos. A experiéncia internacional mostra que esses critérios podem incluir: o contexto
de uso, o escopo de aplicacdo, o nivel de automacgao, o grau de explicabilidade do sistema, o
numero de pessoas potencialmente afetadas e a quantidade de dados processados. Ter critérios
claros da seguranca juridica para quem desenvolve e usa IA, evitando regulamentacdes

excessivamente vagas. Portanto, o risco ¢ contextual.

2.1 ASPECTOS ETICOS E DE PROTECAO DE DIREITOS HUMANOS

Compreender a IA exige questionar a narrativa e premissas sobre a relagdo entre humano
e maquina, refletindo sobre os seus limites e sobre o futuro da condi¢cdo humana a luz dos
avancos tecnologicos. Sao essas perspectivas que fornecem a base para avaliar, de forma critica,
os valores e principios envolvidos no desenvolvimento da IA%2. E necessério partir de um
pressuposto para isso: a tecnologia ndo ¢ neutra. A tecnologia carrega visdes de mundo
embutidas em seu design e, por isso, exige escrutinio €tico constante dos atores envolvidos no
seu uso e desenvolvimento. Crawford entende que a A, enquanto tecnologia emergente, € mais
do que um campo de estudo técnico, ela esta ligada a um conjunto mais amplo de estruturas

politicas e sociais, que abrange instituicdes, dimensdes politicas e aspectos culturais®>.

82 COECKELBERGH, Mark. Etica na Inteligéncia Artificial. S3o Paulo; Rio de Janeiro: Ubu Editora / PUC-Rio,
22 jan. 2024. 192 p. ISBN 978-8571261242. Disponivel em: https://www.ubueditora.com.br/etica-ia.html. Acesso
em: 2 jul. 2025.

$SCRAWFORD, Kate. Atlas of Al: power, politics, and the planetary costs of artificial intelligence. New
Haven: Yale University Press, 2021.
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Ainda, para a autora, a A ¢ um registro de poder. Tragando um paralelo com um Atlas,
ela coloca que o atlas busca treinar/ensinar os olhos a buscar pela informacao e pelos detalhes,
ao mesmo tempo que ele proprio ¢ uma visdo de mundo, impresso como ciéncia. Eles sdo uma
amalgama de arte, ci€ncia e politica, a medida que a estética dos mapas importa, assim como
seu registro nos permite ligar e reeditar pontos antes nao vistos. Ainda, um atlas também ¢ uma
visdo de dominagdo, na medida em que aqueles que os fazem ditam os caminhos, pontuam ou
ofuscam determinados relevos. A industria da IA, para Crawford, ¢ assim, definindo a pauta
relevante, identificando-se como elemento central da economia, tornando-se O Atlas, a forma
dominante de ver o mundo. Essa atitude ¢ politica, ndo apenas econdmica.

Nesse sentido, Mark Coecklberg define que deve se analisar a tecnologia a partir de uma
abordagem ¢ética relacional e contextual, que se preocupe com as relagdes entre humanos,
tecnologias e sociedade ao longo do tempo. A utilizagdo de IA nao ir4 afetar todas as pessoas
de forma igual, mas sim havera impactos diferentes para grupos politicamente vulnerabilizados.

E necessario entender que os sistemas de IA funcionam como “espelhos” da sociedade.
O desenvolvimento e uso de sistemas de IA - pelo fato de ndo serem neutros - agravam
desigualdades e reforcam estigmas e discursos discriminatorios historicamente enfrentados por
grupos marginalizados, os quais acabam sendo mais expostos a violagdes de direitos humanos
devido ao avango tecnoldgico. Os sistemas de IA atuam como uma lente que nao apenas mostra
arealidade, mas pode distorcer os resultados com os preconceitos embutidos em sua construcao,
0 que ird impactar significativamente a sociedade.

Hé4 uma narrativa de que no ciberespaco os marcadores sociais, reduzidos a raga,
género, classe ou nacionalidade, perdem sua relevancia e forca epistémica®*. Essa narrativa,
segundo o autor, se ampara em trés contextos: (i) os ambientes digitais eram
informacionalmente escassos, com a comunicacao limitada a textualidade; (ii) pesquisadores
de populagdes minorizadas nos paises de didspora africana ainda eram poucos e ignorados neste
meio; e (iii) o tecnoliberalismo em consolidagdo gerava a pretensdo de neutralidade das
plataformas e midias. Neste debate, € necessario ir além da linguagem textual, deve-se discutir
manifestagdes construidas e expressas na infraestrutura ou back end (algoritmos) ou por meio
de interfaces (simbolos, imagens, voz, textos, representagdes graficas).

A estrutura técnico-algoritmicas, portanto, podem atuar como elementos constitutivos

de racialidade e bipoder, enquanto esses elementos da estrutura técnica facilitam manifestagdes

8 SILVA, Tarcizio. Racismo algoritmico: inteligéncia artificial e discrimina¢fio nas redes digitais. [S.I]:
Democracia Digital, 2022.



50

de racismo e se alimentam por elas, transformando os contetdos discriminatérios em

engajamento, métricas e lucro para as plataformas.

9985 9986

A “colonialidade do poder”® e “colonialidade do ser”®® sdo termos que explicam como
as relagdes coloniais do passado se perpetuam por meio da tecnologia. O primeiro termo
identifica a continuidade de padrdes estabelecidos de poder entre colonizadores e colonizados,
bem como resquicios contemporaneos dessas relagdes de dominacdo e influéncia na
compreensdo de cultura, trabalho, intersubjetividade e produ¢do de conhecimento. O segundo,
por sua vez, identifica a reprodugdao de hierarquias de raca, género e geopolitica como
ferramentas de controle social. Nesse sentido, as estruturas tecnologicas se valem desses
padrdes para perpetuagdo dessa colonialidade, como os sistemas algoritmicos, que estdo
diretamente sujeitos a continuidade desses padrdes estabelecidos de poder?’.

Esse cenario pode causar discriminagdes por meio de algoritmos. Se um sistema de A
¢ treinado por dados, e esses dados estao contaminados com preconceitos (dados enviesados),
o resultado também esta contaminado. Ha fatores que podem influenciar esses enviesamentos
como aspectos técnicos (representatividade de base de dados, atualizag¢do dos dados, veracidade
das informacgdes) e aspectos socioculturais (contextos historicos, particularidades culturais,
especificidades geograficas)®®. No entanto, esses problemas emergem a partir da dindmica
colonial contemporanea de: (i) desenvolvimento concentrado de tecnologia, uma vez que a
maioria das ferramentas utilizadas no Sul Global sdo desenvolvidas por empresas do Norte; (ii)
viés geografico dos dados, ja que conjunto de dados centrados nos EUA e Europa; e (iii)
exclusdo social, pois aspectos culturais especificos de outras localidades ou outros grupos sao
desconsiderados no desenvolvimento das tecnologias.

No entanto, dentro dessa dinamica de poder, a tecnologia pode impactar grupos

especificos, potencializando as discriminagoes e desigualdades ja enfrentadas em razao de sua

vulnerabilidade social. Para a populacgio LGBTQUIAPN+, por exemplo, alguns sistemas

$QUIJANO, Anibal. Colonialidade do poder, eurocentrismo ¢ América Latina. Em: A colonialidade do
saber: eurocentrismo e ciéncias sociais — perspectivas latino-americanas. Ciudad Auténoma de Buenos Aires,
Argentina: Clacso, 2005.

$MALDONALDO-TORRES, Nelson. Sobre la colonialidad del ser: contribuciones al desarrollo de un
concepto. Em: Reflexiones para una diversidad epistémica mas alla del capitalismo global. Bogota: Siglo del
Hombre Editores, Universidad Central, Instituto de Estudios Sociales Contemporaneos y Pontificia Universidad
Javeriana, Instituto Pensar, 2007.

$MOHAMED, Shakir, PNG, Marie-Therese e ISAAC, William. Decolonial AI: Decolonial Theory as
Sociotechnical Foresight in Artificial Intelligence. Philosophy and Technology. 2020. vol. 33, no. 4, p.659-684.
Disponivel em: http://dx.doi.org/10.1007/s13347-020-00405-8. Acesso em: 2 jul. 2025.

88NEGRI, Sérgio Marcos Carvalho de Avila; MACHADO, Joana de Souza; FIORINI RAMOS GIOVANINI,
Carolina; BATISTA, Nathan Pascoalini Ribeiro. Sistemas de Inteligéncia Artificial e Avaliacdes de Impacto
para Direitos Humanos. Revista Culturas Juridicas, v. 10, p. 1-35, 2023. DOI: 10.22409/rcj.v10i0.57389.
Disponivel em: https://www.researchgate.net/publication/373951921. Acesso em: 2 jul. 2025.
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podem perpetuar ideias e crengas sobre esse grupo, a exemplo daqueles que “utilizam a
informagao genética como input primario e reforgam visdes biologicas, eugenistas e concepgdes
erroneas que correlacionam biologia e aparéncia a orientagdo sexual e identidade de género”®
Com relagio as discriminagdes de género, um estudo realizado’® demonstra que sistemas de
reconhecimento facial funcionam com menor acuracia para as mulheres, e ainda pior para as
mulheres negras. Isso demonstra uma interseccionalidade da discriminagdo: quanto mais
marcadores de vulnerabilidade uma pessoa tem, maior a discriminagao que sofre. J4 em relagao
as questdes envolvendo raga, o caso COMPAS nos EUA ¢ emblematico, uma vez que foi criado
um algoritmo para o sistema judicial a fim de determinar penas criminais sistematicamente,
atribuindo maior periculosidade a pessoas negras.

Diante do cenario de questdes éticas levantadas ao uso da tecnologia, as legislagdes
estao buscando mecanismos para lidar e mitigar com possiveis resultados da tecnologia. No PL
2338/2023, ele reconhece a discriminacao direta (quando ¢ explicita) e indireta (quando
critérios aparentemente neutros geram discriminagdo), conforme aponta o caput do art. 12 do
texto. E nesse contexto que surgem mecanismos e instrumentos que buscam mitigar esses riscos
provenientes do uso da tecnologia. A Avaliacdo de Impacto Algoritmico ¢ um desses
instrumentos.

Portanto, o desenvolvimento e aplicagdo de sistemas de IA sem a realizagdo de
avaliagOes especificas para protecdo adequada de direitos de grupos marginalizados, ndao s6
perpetua discriminagdes existentes, mas também aprofundam o contexto de suas
vulnerabilidades, marginalizacdo e violéncia que esses grupos e individuos estdo submetidos.
Esses sistemas de IA em um contexto de protecdo de direitos, no qual o Judiciario se insere,
representa um risco ainda maior para os direitos fundamentais. Decorrente de tais impactos, que

os movimentos regulatorios se consolidam.

2.2 CENARIO REGULATORIO DA TIA NO BRASIL

$YNEGRI, Sérgio Marcos Carvalho de Avila; MACHADO, Joana de Souza; FIORINI RAMOS GIOVANINI,
Carolina; BATISTA, Nathan Pascoalini Ribeiro. Sistemas de Inteligéncia Artificial e Avaliagoes de Impacto
para Direitos Humanos. Revista Culturas Juridicas, v. 10, p. 1-35, 2023. DOI: 10.22409/rcj.v10i0.57389.
Disponivel em: https://www.researchgate.net/publication/373951921. Acesso em: 2 jul. 2025.

BUOLAMWINI, Joy; GEBRU, Timnit. Gender Shades: intersectional accuracy disparities in commercial
gender classification. Proceedings Of Machine Learning Research: Conference on Fairness, Accountability, and
Transparency, [s. 1], v. 81, n. 1, p- 11, 2018. Disponivel em:
https://proceedings.mlr.press/v81/buolamwinil 8a.html. Acesso em: 4 jul. 2025.
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O Brasil tem avangado significativamente na regulagdo da IA, estabelecendo
gradualmente uma estrutura normativa para orientar o desenvolvimento e uso responsavel
dessas tecnologias. O ecossistema regulatorio da IA estar em pleno desenvolvimento em
diversos lugares do mundo, e com o Brasil ndo poderia ser diferente. A busca por um caminho
¢tico e regulatério para a pesquisa, desenvolvimento e implantagdo de ferramentas de
inteligéncia artificial € pauta em diversos locais de construg@o de politicas publicas e estratégias
governamentais.

Apesar de ndo existir, até o momento da escrita desse trabalho, um marco regulatério
geral de IA no pais®!, ndo ha como negar que o tema ndo parte de um ‘quadro em branco’, uma
vez que existem diversas camadas regulatorias em vigor no pais que impactam direta ou
indiretamente o cenario da IA em territorio nacional. Dentre elas, podemos destacar a Lei de
Inovagdo®? (Lei n.° 10.973/2004, reformada pela Lei n.° 13.243/2016 e regulamentada pelo
Decreto n.° 9.283/2018), o Marco Civil da Internet®® (Lei n.° 12.965/2014, regulamentada pelo
Decreto n.° 8.771/2016), a Lei Geral de Prote¢do de Dados (Lei n.° 13.709/2018), o Plano

°! De forma pioneira, em 2025, o Estado de Goias sancionou a LC 205/2025, que instituiu a Politica Estadual de
Fomento a Inovag@o em Inteligéncia Artificial. A lei estabelece diretrizes para a promogdo da IA em diferentes
setores, incluindo a educagdo publica, o setor produtivo e a pesquisa cientifica. A legislagdo estabelece a
incorporagdo de temas relacionados a inteligéncia artificial nos programas educacionais, o desenvolvimento de
colaboragdes com institui¢des de ensino superior e organizagdes do Sistema S, além da estruturacdo de um centro
estadual de computagdo destinado ao apoio de pesquisadores e empresas do setor. As medidas incluem a criagdo
de um ambiente regulatorio experimental (sandbox) para a realizagdo de testes controlados, bem como o
estabelecimento de um nucleo especializado em ética e inovagdo, responsavel pelo acompanhamento dos reflexos
sociais, ambientais e econdmicos das tecnologias empregadas. A legislagdo também faculta ao Estado o
estabelecimento de convénios internacionais focados na cooperagdo em areas de ciéncia, tecnologia e inovagao.
ESTADOS sancionam leis que regulamentam uso da IA. Migalhas, [s. 1.], 21 maio 2025. Disponivel em:
<https://www.migalhas.com.br/quentes/430836/estados-sancionam-leis-que-regulamentam-uso-da-ia.>. Acesso
em: 14 ago. 2025.

92 Essa lei pretende incentivar a inovagdo e a pesquisa cientifica e tecnoldgica visando cumprir o objetivo da
Constituicdo de desenvolvimento do sistema produtivo, capacitagdo e autonomia tecnologica (art. 1°, caput). Além
disso, a legislacdo fornece bases para organizagdo dos diferentes agentes e para a contratacdo ou desenvolvimento
de TA.

93 0 Marco Civil da Internet estabelece principios, garantias, direitos e deveres para o uso da Internet no Brasil,
tendo a sua centralidade no respeito aos direitos humanos e trazendo uma visdo antropocéntrica. Essa lei representa
um papel relevante e atemporal, uma vez que os principios conferem guias interpretativos a utilizacao de IA no
ambito da internet.
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Nacional de Internet das Coisas (Decreto n.° 9.854/2019)**, a EBIA (Estratégia Brasileira de
Inteligéncia Artificial)>> e o PBIA (Plano Brasileiro de Inteligéncia Artificial)®®.

2.2.1 A influéncia da lei geral de protecao de dados (LGPD) na regulacao de 1A

A LGPD, em especial, possui um impacto maior no avango regulatorio de sistemas de
IA no Brasil. Um sistema de IA depende de trés componentes essenciais’’ para o seu
funcionamento: um hardware com poder de processamento, um software € uma quantidade de
dados sobre os quais ele processara, que podem ser classificados como dados pessoais ou nao
pessoais. A LGPD ird impactar diretamente nos sistemas de IA uma vez que utilizam
diretamente esse combustivel: os dados *%.

Além disso, a legislacao de protecdo de dados possui outros pontos de intersec¢ao com
a [A, vitais para seu uso e desenvolvimento. Em primeiro lugar, os principios estabelecidos pelo

art. 6° da LGPD sao aplicaveis a todo o ciclo de vida dos sistemas de IA, desde a coleta até sua

%% O Plano nacional de IoT pretende implementar e desenvolver a Internet das Coisas no Brasil, tendo como base
a livre concorréncia e a livre circulagdo de dados. Conforme o referido decreto, IoT ¢ a infraestrutura que integra
a prestagdo de servigos de valor adicionado com capacidades de conexdo fisica ou virtual de coisas com
dispositivos baseados em tecnologias da informagdo ¢ comunicagdo existentes e nas suas evolugdes, com
interoperabilidade. Um dos seus objetivos ¢ melhorar a qualidade de vida das pessoas e promover ganhos de
eficiéncia nos servicos, por meio da implementagao de solugdes de IoT.

%5 A EBIA ¢ uma politica publica langada em 2021 pelo Ministério da Ciéncia, Tecnologia ¢ Inovagdes (MCTI),
que possui como objetivo orientar o desenvolvimento e uso responsavel da IA no Brasil. Ela busca promover a
pesquisa, inovagdo e aplicacdo da IA em diversos setores, alinhando-se aos principios éticos e as diretrizes
internacionais estabelecidas pela Organizagdo para a Cooperagdo e Desenvolvimento Economico (OCDE). Ela
esta estruturada em nove eixos tematicos dividindo em trés eixos transversais (legislagdo, regulago ¢ uso ético;
governanca de inteligéncia artificial; e aspectos internacionais) e seis eixos verticais (qualificagdes para um futuro
digital; forga de trabalho e capacitacdo; pesquisa, desenvolvimento, inovagdo e empreendedorismo; aplicagdo nos
setores produtivos; ¢ seguranga publica. Essa estratégia representa um marco na tentativa do Brasil de estruturar
uma politica nacional de IA. Disponivel em: <https://www.gov.br/mcti/pt-br/acompanhe-o-
mcti/transformacaodigital/inteligencia-artificial>. Acesso em: 12 jul. 2025.

% QO PBIA, langado durante a 5* Conferéncia Nacional de Ciéncia, Tecnologia € Inovacio, tem como objetivo
transformar o Brasil em referéncia mundial em inovagao e eficiéncia no uso de inteligéncia artificial, especialmente
no setor Pablico. Com o investimento de4 R$23 bilhdes de reais em quatro anos (2024-2028), ele tem como
principais metas desenvolver solu¢des de A que melhorem significativamente a qualidade de vida da populagdo,
otimizar a entrega de servigos publicos e promover a inclusdo social e criagio de um supercomputador de alta
performance para processamento de grandes volumes de dados. Essa iniciativa tem como lema ‘IA para o bem de
todos’ e visa garantir que o Brasil seja um protagonista neste cenario global, gerando empregos, promovendo a
inovagdo e construindo um futuro mais prospero. Além disso, essa iniciativa posiciona o Brasil como um player
importante no cenario mundial de desenvolvimento de IA, com o foco em aplicagdes que beneficiem diretamente
a populagdo por meio de melhoria nos servigos publicos. Disponivel em: <https://www.gov.br/mcti/pt-
br/acompanhe-o-mcti/noticias/2024/07/plano-brasileiro-de-ia-tera-supercomputador-e-investimento-de-r-23-
bilhoes-em-quatro-anos/ia_para_o_bem_de_todos.pdf/view>.Acesso em: 8 ago. 2025.

97INSTITUTO DE TECNOLOGIA E SOCIEDADE (ITS Rio). Panorama regulatério de Inteligéncia Artificial
no Brasil Rio de Janeiro: ITS Rio, abr.2022. 42p. Disponivel em: https://itsrio.org/wp-
content/uploads/2022/04/Relatorio-Panorama-IA.pdf. Acesso em: 2 jul. 2025.

BCRAWFORD, Kate. Atlas of Al: Power, Politics, and the Planetary Costs of Artificial Intelligence. Yale
University Press, 2021.
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utilizacao de dados pessoais. O principio da finalidade determina que os dados sejam utilizados
para propositos legitimos, especificos e informados ao titular, fazendo que sistemas de IA que
utilizem dados pessoais tenham objetivos definidos e comunicados ao titular. O principio da
necessidade, por sua vez, faz com que apenas os dados pessoais estritamente necessarios para
a realizagdo da finalidade sejam coletados e processados, limitando que sistemas de 1A colete
e utilize dados excessivos.

A LGPD garante aos titulares uma série de direitos como acesso, corre¢ao, informagdes
de compartilhamento, dentre outros trazidos no art. 18. Os sistemas de IA, que utilizem dados
pessoais, devem ser projetados para permitir que os usuarios exercam esses direitos de maneira
eficaz. O art. 20 da LGPD prevé o direito a revisao de decisdes automatizadas, particularmente
relevante para sistemas de IA que tomam decisdes com base em algoritmos, sem a intervencao
humana.

Outro ponto que se faz importante destacar é o principio da transparéncia. Perante a
LGPD, os agentes de tratamentos de dados devem ter o poder de fornecer informagdes claras e
acessiveis como os dados sdo processados. Em um sistema de 1A, a explicabilidade deve ser
garantida, isto ¢, deve haver uma explicacao sobre como as decisdes sdo tomadas por esses
sistemas. Essas informacdes sao essenciais para os titulares compreendam o funcionamento dos
sistemas e, a partir disso, possam contestar as decisdes automatizadas, exercendo seus direitos
ja previstos na LGPD.

Por fim, a LGPD exige que sejam implementadas medidas de governanga capazes de
garantir a conformidade com a lei”. Essa ideia também ¢é transplantada para as regulamentac¢des
sobre IA, uma vez que as organiza¢des devem implementar medidas, adotar politicas e praticas
que assegurem o uso ¢€tico da IA e dos dados, incluindo a realizagdo de avaliacdes de impacto
a protegao de dados.

Ainda que a LGPD nao tenha sido criada para a aplicacdo direta sobre sistemas de 1A,
ela representa um ponto de partida normativo para disciplinar o uso ético e responsavel dessa
tecnologia. Diante desse cenario regulatdrio, € com o avango de tecnologias e tendéncias
regulatdrias ao redor do globo, surgiram inumeras propostas legislativas no Senado Federal e

na Camara dos Deputados para buscar a regulamentagao do uso de IA no Brasil.

% A LGPD cria um sistema de governanga por meio de medidas organizacionais para garantir a prote¢do adequada
dos dados pessoais. Dentre tais medidas estdo a implementagdo de um programa de privacidade, com politicas e
procedimentos internos, auditorias internas regulares, designag¢ao de um encarregado, documentacdo como RIPD,
registros de atividades de tratamento e politicas de privacidade e transparéncia. Essas medidas visam criar uma
cultura de protecdo de dados dentro das organizagdes e garantir que os direitos dos titulares sejam respeitados de
forma sistematica e continua.
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2.2.2 O Projeto de Lei n.” 2.338/2023

Dentre intimeros projetos de Lei em tramitagao sobre IA no Brasil, destaca-se o PL n°
2.338/2023, consolidando como um dos principais projetos de regulacao de IA no Brasil, de
autoria do entdo Presidente do Senado Federal Rodrigo Pacheco. O projeto de lei trata-se de
uma normativa de cardter nacional, que define normas gerais para o desenvolvimento,
implementagao e uso responsavel de sistemas de IA, com o objetivo de proteger direitos
fundamentais e garantir sistemas seguros e confiaveis'®.

Reconhecendo a necessidade de consolidar e aperfeigoar as propostas de IA que surgiam
no Congresso Nacional, foi instaurada uma Comissdo de Juristas'®! para subsidiar a elaboragio
de um substitutivo abrangente. A comissao, presidida pelo entao Ministro do STJ Ricardo Villas
Bodas Cueva, reuniu diversos especialistas € promoveu ampla discussao sobre o tema por meio
de seminarios internacionais, audiéncias publicas e painéis tematicos.

Em dezembro de 2022, a Comissao entregou seu relatdrio ao Senador Rodrigo Pacheco.
A proposta sugerida, incorporou nao so principios norteadores, mas também obrigacdes
especificas, como medidas como responsabilizacdo por danos, exigéncias de transparéncia no
uso de IA e garantias de respeito a direitos fundamentais, com diretrizes explicitas contra
discriminacdo algoritmica. Além disso, a minuta indica a necessidade de uma autoridade central
de IA, recomendando a criacdo de um Orgdo nacional para unificar normas e fiscalizar o
cumprimento da lei'%2.

Aprovado pelo Senado em dezembro de 2024, o projeto de lei chegou a Camara dos
Deputados no inicio de 2025, posicionando o Brasil em potencial para se tornar o primeiro pais

da América Latina regular os sistemas de IA.

I0OMIGALHAS. PL que regula inteligéncia artificial ¢ apresentado ao Senado. Migalhas, 2023. Disponivel
em:https://www.migalhas.com.br/quentes/385951/pl-que-regula-inteligencia-artificial-e-apresentado-ao-
senado#:~:text=A%20proposta%20cria%20normas%20gerais,garantir%20sistemas%20seguros%20e%20confi%
C3%Alveis . Acesso em: 2 jul. 2025.

0ISENADO FEDERAL. Instalada comissdo de juristas para regulamentar a inteligencia artificial. Portal
Senado Noticias, Brasilia, 30 mar. 2022. Disponivel
em:https://www12.senado.leg.br/noticias/videos/2022/03/instalada-comissao-de-juristas-para-regulamentar-a-
inteligencia-
artificial#:~:text=F01%20instalada%?20nesta%20quarta,que%20ser%C3%A1%?20analisado%20pelos%20senador
es. Acesso em: 2 jul. 2025.

102GUPERIOR TRIBUNAL DE JUSTICA. Ministro Cueva entrega proposta de regulagiio da inteligéncia
artificial ao Presidente do Senado. Brasilia, 7 dez. 2022. Disponivel
em:https://www.stj.jus.br/sites/portalp/Paginas/Comunicacao/Noticias/2022/07122022-Ministro-Cueva-entrega-
proposta-de-regulacao-da-inteligencia-artificial-ao-presidente-do-
Senado.aspx#:~:text=A%20proposta%?20inclui%20medidas%20de,n%C3%A30%20acentuem%20formas%20de
%?20discrimina%C3%A7%C3%A30. Acesso em: 2 jul. 2025.
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O PL ¢ fortemente influenciado pelo Al ACT da Uniao Europeia. Essas duas legislagdes
se aproximam por adotarem a abordagem regulatdria baseada no risco e enfatizam a prote¢ao
de direitos humanos. A adogdo de regulacdao baseada em classificagdo de risco significa que
diferentes usos da tecnologia sao associados a medidas para mitigar e prevenir riscos a depender

103 O AI ACT propds quatro niveis de risco!** a serem adotados, enquanto

do grau identificado
o PL 2.338/2023 reduziu para dois, conforme explicado abaixo.

O primeiro € o risco excessivo, para os casos em que o uso da tecnologia ndo permita
mitigagio ou prevencio de riscos graves, aplica-se a proibi¢io do seu uso e desenvolvimento!%,
conforme previsto no art. 13. A segunda ¢ a classificagdo de risco alto, que se refere aos casos
em que o uso da tecnologia promova riscos considerados ‘altos’, embora mitigaveis ou
preveniveis pelas obrigagdes especificas do art. 18 a 21 do PL. Nesses casos, aplica-se maior
carga regulatoria.

Nos casos de alto risco, o projeto traz uma lista detalhada!® de contextos considerados

de alto risco. Nesse sentido, o PL exige inimeros requisitos de governanga, como a elaboragao

103 FRAZAO, Ana. Classificacio de riscos: a solucio adotada pelo PL 2338/23. 08 de abril de 2024. Disponivel
em: https://www jota.info/opiniao-e-analise/colunas/ia-regulacao-democracia/classificacao-de-riscos-a-solucao-
adotadapelo-pl-2338-23. Acesso em: 03 de mai de 2025.

1040 AI ACT - Regulamento (UE) 2024/1689 - organiza os sistemas de IA em quatro niveis distintos de
classificag@o. Na categoria mais restritiva, encontram-se os sistemas de risco inaceitavel, que sdo completamente
vedados devido ao seu potencial de violagdo manifesta dos direitos fundamentais, seguranga e dignidade humana
(Artigo 5.°). Estdo aqui incluidos sistemas que promovem manipulagdo comportamental nociva, exploram
fragilidades de grupos vulneraveis ou executam pontuagao social por entidades publicas. Por sua vez, os sistemas
classificados como alto risco (Artigo 6.° e Anexo III) abrangem aplicagdes em setores criticos, tais como
identificacdo biométrica, administracdo de infraestruturas vitais, educagdo, recursos humanos, prestacdo de
servigos essenciais, seguranga publica, controle migratorio e sistema judicidrio. Para estes, aplicam-se exigéncias
rigorosas relacionadas ao gerenciamento de riscos, governanga de dados, documentagdo técnica e monitoramento
humano. Na terceira categoria, os sistemas de risco limitado (Artigo 50.°) devem cumprir obrigagdes de
transparéncia, garantindo que os usuarios sejam adequadamente informados sobre sua interagdo com IA (como
assistentes virtuais) ou sobre contetido artificialmente produzido ou alterado (deepfakes). Por fim, os sistemas de
risco minimo ou ausente representam impacto negligivel sobre direitos fundamentais e seguranga, ficando isentos
de obrigagdes especificas previstas no regulamento — exemplificados por IA em videogames ou filtros antisspam.
A categorizacdo gradual estabelecida busca harmonizar o fomento a inovagao tecnologica com a salvaguarda dos
direitos fundamentais no territério da Unido Europeia.

105 Isso inclui sistemas de IA que utilizem: avaliagdes, classificagdes ou ranqueamento de pessoas naturais por
parte do poder publico, com base no seu comportamento social ou em atributos da sua personalidade, por meio de
pontuagdo universal, para o acesso a bens e servicos e politicas publicas, de forma ilegitima ou desproporcional;
técnicas subliminares que tenham por objetivo ou por efeito induzir a pessoa natural a se comportar de forma
prejudicial ou perigosa a sua saude ou seguranga ou contra os fundamentos da lei; e aplicagdes que explorem
vulnerabilidades de grupos especificos de pessoas naturais, de modo a induzi-las a se comportar de forma
prejudicial a sua satde ou seguranga ou contra os fundamentos da lei.

106Art. 14. Considera-se de alto risco o sistema de IA empregado para as seguintes finalidades e contextos de usos,
levando-se em conta a probabilidade e a gravidade dos impactos adversos sobre pessoas ou grupos afetados, nos
termos de regulamentagdo: I — aplicacdo como dispositivos de seguranca na gestdo e no funcionamento de
infraestruturas criticas, tais como controle de transito e redes de abastecimento de dgua e de eletricidade, quando
houver risco relevante a integridade fisica das pessoas e a interrup¢do de servigos essenciais, de forma ilicita ou
abusiva, e desde que sejam determinantes para o resultado ou decisdo, funcionamento ou acesso a servigo essencial;
II — sistemas de IA utilizados como fator determinante na tomada de decisdes de selegdo de estudantes em
processos de ingresso em instituigdes de ensino ou de formagao profissional, ou para avaliagdes determinantes no
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de Avaliacao de Impacto Algoritmico (arts. 25 a 28 do PL) — avaliagao dos impactos potenciais
do sistema sobre direitos fundamentais, incluindo medidas de mitigagao de riscos, cumprimento
de padrdes de transparéncia, seguranga e ética proporcionais ao risco.

O projeto incorpora regras especificas voltadas a transparéncia algoritmica e a
governanga responsavel. Nota-se a garantia de direitos as pessoas afetadas por sistemas de alto
risco como o direito a explicagdo, direito de contestacdo e revisoes de decisdes automatizadas,
e direito a uma revisdo humana das decisoes de IA, quando cabivel, levando em consideragao
o contexto e o estado da arte.!"’

Além disso, vale destacar alguns elementos centrais do PL n°® 2338/2023. O primeiro
deles ¢ o compromisso legislativo a direitos e principios fundamentais. A lei orienta-se pela
protecdo dos direitos fundamentais e pelo respeito & dignidade da pessoa humana!%. Ela afirma
fundamentos como privacidade, ndo discriminag¢do, equidade, transparéncia, seguranca,
responsabilizacdo e desenvolvimento humano sustentavel. Além disso, o texto consagra

também direitos para as pessoas afetadas pelos sistemas de A, independentemente do risco da

progresso académico ou monitoramento de estudantes, ressalvadas as hipoteses de monitoramento exclusivamente
para finalidade de seguranga; I1I — recrutamento, triagem, filtragem ou avalia¢do de candidatos, tomada de decisdes
sobre promogdes ou cessacdes de relagdes contratuais de trabalho, avaliagdo do desempenho ¢ do comportamento
das pessoas afetadas nas areas de emprego, gestdo de trabalhadores e acesso ao emprego por conta propria; [V —
avaliacdo de critérios de acesso, elegibilidade, concessdo, revisdo, redugdo ou revogagao de servigos privados e
publicos que sejam considerados essenciais, incluindo sistemas utilizados para avaliar a elegibilidade de pessoas
naturais quanto a prestacdes de servigos publicos de assisténcia e de seguridade; V — avaliagdo e classificagdo de
chamadas ou determinacao de prioridades para servigos publicos essenciais, tais como de bombeiros e assisténcia
médica; VI — administragdo da justiga, no que se refere ao uso de sistemas que auxiliem autoridades judiciarias na
investigacdo dos fatos e na aplicacdo da lei quando houver risco as liberdades individuais e ao Estado democratico
de direito, excluindo-se os sistemas que auxiliem atos e atividades administrativas; VII — veiculos autbnomos em
espagos publicos, quando seu uso puder gerar risco relevante a integridade fisica de pessoas; VIII — aplicagdes na
area da saude para auxiliar diagndsticos e procedimentos médicos, quando houver risco relevante a integridade
fisica e mental das pessoas; IX — estudo analitico de crimes relativos a pessoas naturais, permitindo as autoridades
policiais pesquisar grandes conjuntos de dados, disponiveis em diferentes fontes de dados ou em diferentes
formatos, no intuito de identificar padrdes e perfis comportamentais; X — investigacdo por autoridades
administrativas para avaliar a credibilidade dos elementos de prova no decurso da investigagdo ou da repressdo de
infragdes, para prever a ocorréncia ou a recorréncia de uma infracdo real ou potencial com base na defini¢do de
perfis de pessoas singulares; XI — sistemas de identificagdo e autenticagdo biométrica para o reconhecimento de
emogdes, excluindo-se os sistemas de autenticagdo biométrica cujo Unico objetivo seja a confirmagdo de uma
pessoa singular especifica; XII — gestdo da imigracdo e controle de fronteiras para avaliar o ingresso de pessoa ou
grupo de pessoas em territorio nacional. Paragrafo unico. Nao se considera uso de alto risco aquele no qual o
sistema de IA ¢ utilizado como tecnologia intermediaria que ndo influencie ou determine resultado ou decisao ou
quando desempenha uma tarefa processual restrita.

107 ZANATTA, Rafael A. F.; RIELLI, Mariana. A construcio da legislacio de Inteligéncia Artificial no Brasil:
analise técnica do texto que sera votado no Plenario do Senado Federal. Data Privacy Brasil Research, 9 dez.
2024. Disponivel em:https://www.dataprivacybr.org/a-construcao-da-legislacao-de-inteligencia-artificial-no-
brasil-analise-tecnica-do-texto-que-sera-votado-no-plenario-do-senado-
federal/#:~:text=Definiu,risc0%2C%20t%C3%AAm%200s%20seguintes%20direitos Acesso em: 2 jul. 2025.

108 ZANATTA, Rafael A. F.; RIELLI, Mariana. A construc¢io da legislagiio de Inteligéncia Artificial no Brasil:
analise técnica do texto que sera votado no Plenario do Senado Federal. Data Privacy Brasil Research, 9 dez.
2024. Disponivel em:https://www.dataprivacybr.org/a-construcao-da-legislacao-de-inteligencia-artificial-no-
brasil-analise-tecnica-do-texto-que-sera-votado-no-plenario-do-senado-
federal/#:~:text=Definiu,risc0%2C%20t%C3%AAm%200s%20seguintes%20direitos Acesso em: 2 jul. 2025.
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IA, como direito a informacao, direito a privacidade e protecao de dados pessoais, direito a ndo-
discriminacdo ilicita ou abusiva, incluindo a correcdo de vieses algoritmicos
discriminatérios!?. Essa disposicdo reafirma a centralidade na pessoa humana!'?, uma vez que
reforca garantias e preocupagdes com a pessoa que sera afetada pela tecnologia. Um exemplo
sdo os cuidados especiais quando a IA interage com grupos vulneraveis, como criangas € idosos,
exigindo transparéncia e linguagem adequada a essas pessoas.

Essas medidas demonstram que o projeto busca um equilibrio entre protecao a segredos
comerciais e industriais e transparéncia e viabilidade técnica, introduzindo o accountability no
ordenamento brasileiro para os sistemas de IA. O cendrio legislativo da IA no mundo, bem
como as discussdes sobre PL n°2.338/2023 no Congresso Nacional, influenciaram o cenario de
regulacdo da IA no poder judiciario.

Enquanto o PL ainda nao foi sancionado e suas discussdes continuam na Camara dos
Deputados, o CNJ ja aprovou a Resolugdao n.® 615/2025, que exige que o Poder Judiciario
observe as diretrizes aprovadas seu texto e as obrigagdes ali existentes para o uso da IA pelos

Tribunais.

2.3 O CONSELHO NACIONAL DE JUSTICA (CNJ), A ADMINISTRACAO DA JUSTICA
E A EVOLUCAO TECNOLOGICA DA IA NO JUDICIARIO: CAMINHOS PARA A
REGULACAO DE INTELIGENCIA ARTIFICIAL

Antes de apresentar como o Poder Judicidrio regula a Inteligéncia Artificial, ¢é
importante entender um pouco da dindmica. O CNJ ¢é o 6rgdo constitucional que realiza a gestao
da transparéncia para os tribunais segundo a sua propria organizacao definida, com a finalidade

de exercer o controle da atuacdo administrativa ¢ financeira do Poder Judiciario ¢ do

19ZANATTA, Rafael A. F.; RIELLI, Mariana. A constru¢io da legislacio de Inteligéncia Artificial no Brasil:
analise técnica do texto que sera votado no Plenario do Senado Federal. Data Privacy Brasil Research, 9 dez.
2024. Disponivel em:https://www.dataprivacybr.org/a-construcao-da-legislacao-de-inteligencia-artificial-no-
brasil-analise-tecnica-do-texto-que-sera-votado-no-plenario-do-senado-
federal/#:~:text=Definiu,risc0%2C%20t%C3%AAm%200s%20seguintes%20direitos Acesso em: 2 jul. 2025.

110 A Coalizagdo de Direitos na Rede, a qual integra inlimeras organizagdes da sociedade civil como Data Privacy
Brasil e Internet Lab, em carta aberta publicada durante a tramitag@o no Senado, defendeu uma legislacéo brasileira
de IA baseada em direitos humanos, elogiando o PL 2338/2023 por adotar uma abordagem focada em riscos e
direitos humanos. Além disso, essa carta também rechagou a narrativa de que regulagao inibe inovagao, criticando
a resisténcia de setores privados a qualquer tipo de regulagdo mais robusta. Pelo contrario, argumenta-se que
estabelecer regras claras dara segurancga juridica e pode impulsionar a inovagdo responsavel. Ou seja, longe de
serem antagonicos, direitos e inovagdo devem andar juntos — uma visdo alinhada com principios internacionais e
reforcada pela UNESCO e OCDE. COALIZAO DIREITOS NA REDE. Carta aberta defendendo uma
legislacdo brasileira de IA que proteja direitos. Direitos na Rede, 8 jul. 2024. Disponivel
em:https://direitosnarede.org.br/2024/07/08/carta-aberta-defendendo-uma-legislacao-brasileira-de-ia-que-
proteja-direitos/. Acesso em: 4 jul. 2025
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cumprimento dos deveres funcionais dos juizes. Essa institui¢ao visa aperfeicoar o trabalho do
Judiciario brasileiro, principalmente no que tange ao controle e a transparéncias administrativa
e processual'!l,

Criado pela Emenda Constitucional n. 45, de 2004'!2, ¢ instalado em 2005 nos termos
do art. 103-B da Constitui¢io Federal'!®, o CNJ regula todos os 90 tribunais do pais, com
exce¢do somente ao Supremo Tribunal Federal. E por meio de atos normativos, com
obrigatoriedade equiparada a legal, que o CNJ padroniza as estruturas de governangas das
diversas cortes e uniformiza as rotinas de trabalho, a0 mesmo tempo que respeita a autonomia
de cada Tribunal. As resolugdes, recomendagdes, provimentos e portarias, dentre outros atos
normativos, estabelecem regras e diretrizes para o funcionamento e a atuacdo do poder
judiciario, visando também uniformizar a interpretacdo da lei, garantindo a eficiéncia e
promovendo boa conduta dos magistrados e servidores.

Na area especifica da tecnologia, a Lei de Processo Eletronico (Lei n. 11.419/2006)
possui um papel fundamental no avanco das solugdes tecnologicas dentro do Poder Judicidrio,
uma vez que regulamentou a informatizagio do processo judicial do Brasil!'*. Ela representou
um marco na modernizagdo ao trazer mais agilidade, economia de recursos e facilitando o
acesso a justica. A partir dessa lei, tendo como base a atividade-fim, o CNJ emitiu diversas
resolugdes'!®> que permitiram a evolugdo tecnoldgica, mas, isso sé foi possivel dado ao
arcabouco legal dessa legislacdo que garantiu as balizas necessarias para a implementagdo do
processo eletronico em todos os graus de jurisdi¢do no territorio brasileiro! 6.

Consequentemente, a consolidagdo do processo eletronico trouxe a digitalizacdo e a

estruturacdo dos dados processuais, possibilitando a manipulagdo desses dados em grande

escala, por ferramentas de business intelligence, possibilitando, pela primeira vez,

HICONSELHO NACIONAL DE JUSTICA. Quem somos. Disponivel em: https://www.cnj.jus.br/sobre-o-
cnj/quem-somos/. Acesso em: 2 jul. 2025.

I2BRASIL. Emenda Constitucional n.° 45, de 30 de dezembro de 2004. Promulga Clausula de Abertura ao
admitir tratados internacionais de direitos humanos ao rol de normas com for¢a constitucional. Diario Oficial da
Unido: Secdo 1, Brasilia, DF, 31 dez. 2004. Disponivel em:
https://www.planalto.gov.br/ccivil_03/constituicao/emendas/emc/emc45.htm. Acesso em: 2 jul. 2025.
'13BRASIL. Constitui¢io (1988). Constitui¢do da Republica Federativa do Brasil, promulgada em 5 de outubro
de 1988. Brasilia: Senado Federal, 23 ago. 2024. Art. 103-B.

114 BRASIL. Lei n° 11.419, de 19 de dezembro de 2006. Dispde sobre a informatizagio do processo judicial;
altera a Lei n® 5.869, de 11 de janeiro de 1973 — Codigo de Processo Civil; e da outras providéncias. Diario Oficial
da Unido, Brasilia, DF, 19 dez. 2006. Disponivel em: https://www.planalto.gov.br/ccivil 03/ ato2004-
2006/2006/1ei/111419.htm. Acesso em: 2 jul. 2025.

115 Resolugdes n° 46/2007, n° 65/2008, n° 90/2009, n° 100/2009, n° 121/2010, n° 185/2013, n° 335/2020 do
Conselho Nacional de Justica.

HSALMEIDA FILHO, José Carlos de Aratjo. Processo eletronico e teoria geral do processo eletronico: a
informatizacdo judicial no Brasil. 5* ed. Rio de Janeiro: Forense, 2015, p. 168-169. Disponivel em:
https://www.grupogen.com.br/ Acesso em: 2 jul. 2025.
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automatizagdes, como as de rotinas de trabalhos'!’, mas também abrindo as portas para o
desenvolvimento e utilizagdo de ferramentas e sistemas de IA no ambito da justi¢a para realizar
de forma automatizada diversas agoes e atividades.

Cabe mencionar que, no contexto de modernizagdo e evolugdo tecnoldgica,
impulsionado principalmente pelo contexto mundial da pandemia da COVID-19 o Programa
Justica 4.0''® foi desenvolvido pelo CNJ a fim de tornar o sistema judiciario brasileiro mais
proximo da sociedade ao disponibilizar novas tecnologias e Inteligéncia Artificial. Esse
programa impulsiona a transformagao digital do Judiciario para garantir servigos mais rapidos,
eficazes e acessiveis ao promover solucgdes digitais que automatizam as atividades dos tribunais,
garantindo produtividade, celeridade, governanca e transparéncia nos processos. Dentre os
quatro eixos do programa''®, estd o de Inovacio e Tecnologia, que se concretiza em solugdes
disruptivas para transformar o Judicidrio e melhorar a prestagao de servigos a toda a sociedade,

a exemplo das solugdes que utilizam e se baseiam na Inteligéncia Artificial.

2.3.1 A Resolucio 332 e o primeiro passo para regular a IA no Poder Judiciario

A TA ¢ apontada pelo CNJ como uma ferramenta para garantir estabilidade,
uniformidade, previsibilidade, coeréncia e integridade a jurisprudéncia dos tribunais'?’.
Considerando o crescimento do uso desses sistemas, o CNJ instituiu, por meio da Portaria n.°
197/2019, um grupo de trabalho para a elaboragdo de estudos e propostas voltadas a ética na
producdo e uso da inteligéncia artificial no Poder Judiciario. Como resultado, o CNJ editou a
Resolugaon.®332, de 21 de agosto de 2020, que dispds sobre €tica, transparéncia e a governanga
na producdo e no uso de Inteligéncia Artificial no Poder Judiciario — regulamentada pela

Portaria CNJ n.° 271, de 4 de dezembro de 2020.

"MARANHAO, Juliano Souza de Albuquerque; JUNQUILHO, Tainid Aguiar; TASSO, Fernando Antonio.
Transparéncia sobre o emprego de Inteligéncia Artificial no Judicidrio: um modelo de governanca. Revista
Suprema, V. 6, n. 2, p- 99-122, 2023. Disponivel em:
https://revistasuprema.com.br/index.php/suprema/article/view/164. Acesso em: 21 abr. 2025.

8CONSELHO NACIONAL DE JUSTICA. Justica 4.0. Disponivel em: https://www.cnj.jus.br/tecnologia-da-
informacao-e-comunicacao/justica-4-0/. Acesso em: 2 jul. 2025.

119 O Programa atua em quatro eixos: (i) Automagdo da Justica, que visa otimizar os processos por meio de solugdes
tecnoldgicas; (ii) Conexdo da Justica, que busca promover a interoperabilidade entre diferentes sistemas e 6rgaos
do judiciario; (iii) Protegdo dos Vulneraveis, que implementa ferramentas para garantir o acesso a justica aos
grupos vulneraveis; e (iv) Justica Exponencial, que desenvolve iniciativas inovadoras para ampliar e potencializar
o alcance dos servigos jurisdicionais via tecnologias emergentes.

120CONSELHO NACIONAL DE JUSTICA. Inteligéncia Artificial no Poder Judiciario Brasileiro. Brasilia:
2019. 40 p. Disponivel em: https://www.cnj.jus.br/wp-
content/uploads/2020/05/Inteligencia_artificial no_poder_judiciario_brasileiro 2019-11-22.pdf Acesso em: 2 jul.
2025.
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Esses atos normativos preveem a criagdo e o uso da Plataforma SINAPSES!?!, cujo
objetivo ¢ reunir informagdes e adotar providéncias no sentido de integrar as solugdes entre os
Tribunais, para evitar a duplicagdo de custos e avaliar a adequacdo dos sistemas empregados.
Essa plataforma oferece uma interface que permite o treinamento e supervisionamento de
modelos de IA, sendo suas grandes vantagens: o seu ao versionamento de modelos de 1A -
manter ativa varias versdes do mesmo modelo, acompanhamento de evolucdo quanto a
acurdcia, permite a auditoria de modelos em producdo e permite que sistemas clientes
alimentem a base de documentos para treinamento de modelos com novos exemplos a partir do
uso'?2. O uso dessa plataforma ¢ uma das formas de permitir e garantir o accountability dos
mais diversos sistemas de IA em operacgao e uso no poder judiciario. No entanto, vale ressaltar
que nem todos os sistemas de IA desenvolvidos pelos tribunais continuam cadastrados na
plataforma, representando uma lacuna nesse ecossistema.

Essa resolugdo teve como marco basilador a Carta Etica da Comissdo Europeia para
Eficiéncia da Justi¢a (CEPEJ), do Conselho da Europa sobre o uso da inteligéncia artificial em
sistemas judiciais e seus ambientes'?*, de 2018. Essa carta instituiu cinco principios que devem
ser observados no ambito do Conselho da Europa por partes interessadas (publicas e privadas)
responsaveis pelo desenvolvimento e langamento de ferramentas e servicos de IA que envolvam
o processamento de dados e decisdes judiciais!?*. Os cinco principios sdo: 1. Principio do
Respeito pelos direitos fundamentais; 2. Principio da ndo-discriminagdo; 3. Principio da
qualidade e seguranga; 4. Principio da transparéncia, imparcialidade e equidade; e 5. Principio
do Controle pelo Usuéario. A Resolucdo da corte judicidria brasileira foi influenciada
diretamente por esse documento europeu e trouxe mais profundidade ao conteido dos
principios presentes na carta.

A Resolugao CNJ 332/2020 representou um marco pioneiro para o uso da IA no poder

judicidrio brasileiro, destacando o estabelecimento de principios éticos fundamentais a serem

121A plataforma SINAPSES foi instituida, pela Resolugdo n. 332/2020, como plataforma nacional de
armazenamento, treinamento supervisionado, controle de versionamento, distribui¢do e auditoria dos modelos de
Inteligéncia Artificial, além de estabelecer os parametros de sua implementagdo e funcionamento.
122CONSELHO NACIONAL DE JUSTICA. Inteligéncia Artificial no Poder Judiciario Brasileiro. Brasilia:
2019. 40 p. Disponivel em: https://www.cnj.jus.br/wp-
content/uploads/2020/05/Inteligencia_artificial no_poder judiciario_brasileiro 2019-11-22.pdf Acesso em: 2 jul.
2025.

123COMISSAO EUROPEIA PARA A EFICIENCIA DA JUSTICA. Carta Europeia de Etica sobre o Uso da
Inteligéncia Artificial em Sistemas Judiciais e seu ambiente. 31° reunido plenaria. Estrasburgo: CEPEJ, 2018.
Disponivel em: https:/rm.coe.int/carta-etica-traduzida-para portugues-revista/168093b7e0. Acesso em: 5 jun.
2023.

124§0UZA, Marcus Seixas. Etica E Inteligéncia Artificial No Poder Judicidrio: Comentarios A Resoluciio No
332/2020 Do Conselho Nacional De Justica. Civil Procedure Review, [S. L], v. 13, n. 3, 2024. Disponivel em:
https://www.civilprocedurereview.com/revista/article/view/324. Acesso em: 1 maio. 2025.
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observados nas decisdes judiciais apoiadas em ferramentas de IA, transparéncia e

auditabilidade, protecdo de dados e seguranca juridica e limitagdo em matéria penal.

2.3.2 Grupo de Trabalho sobre IA no Poder Judiciario

No entanto, apesar de a Resolugdo n.° 332 ter sido um marco para regulamentacio de
IA no Poder Judiciario, ela foi fruto do seu tempo'?, e diante das limitagdes que esse ato
normativo apresentou, o CNJ instituiu, por meio da Portaria n.® 338/2023, o Grupo de Trabalho
(GT) sobre Inteligéncia Artificial no Poder Judiciario. Esse trabalho foi motivado, nao sé pelo
avanco tecnologico e pela popularizacdo das Inteligéncia Artificial Generativa (IAG) no
mercado, a partir de 2022, mas também pelas preocupacgdes relacionados aos riscos que a IAG
pode representar para a soberania nacional, seguranca da informagao, privacidade, protecao de
dados pessoais e potencial intensificacdo de parcialidades discriminatérias '26. O ministro Luis
Roberto Barroso, presidente do CNJ a época, ressaltou consideragdes sobre o rapido avango das
tecnologias computacionais que usam IA para interagir com o usudrio e propor solu¢des, como
o ChatGPT. A motivagdo para o grupo de trabalho concentrava-se na necessidade de
regulamentar o uso dessa ferramenta no poder Judiciario a partir de valores éticos fundamentais,
com dignidade e centralidade da pessoa humana, o respeito aos direitos humanos, a nao
discriminacio, a transparéncia e a responsabiliza¢io'?’.

Conforme o art. 2° da Portaria n.° 332 de 30 de novembro de 2023'?% o objetivo principal

do GT foi “realizar estudos e apresentar proposta de regulamenta¢do do uso de sistemas de

125 Durante o I Congresso ‘Tecnologia, Inteligéncia Artificial e Inovagdo no Poder Judiciario”, realizado no TIMG
entre os dias 24, 25 e 26 de margo de 2025, a Juiza Eunice Prado em sua palestra abordou o contexto historico que
resultou no Grupo de Trabalho e Etica na Inteligéncia Artificial com relagio a Resolugdo 332. Sua fala ressaltou
que cada Resolucdo ¢ fruto do seu tempo. Ainda que houvesse inimeros casos e influéncias dos riscos do uso de
IA no Poder Judiciario ao redor do mundo, a elabora¢do da Resolug¢do 332 foi realizada durante o inicio da
pandemia da COVID-19, e trouxeram iniimeros impactos para o texto da resolugdo: ndo houve a realizagdo de
audiéncia publica, ndo aconteceram reunides do GT e cada membro realizou pesquisas bibliograficas e
documentais de temas individuais e em seguida apresentou solu¢des. Ao contrario do que aconteceu para a
resolucdo n.° 615. EJEF TIMG. Congresso "Tecnologia, Inteligéncia Artificial e Inovacio no Poder Judiciario"
- Dia 2. YouTube, 25 de mar. de 2025. Disponivel em: https://www.youtube.com/watch?v=EIHSyzywNV8.
Acesso em: 4 jul. 2025. (6:05:46 - 6:32:52).

126BRASIL. Portaria n° 338, de 30 de novembro de 2023. Institui Grupo de Trabalho sobre Inteligéncia
Artificial no Poder Judiciario. Diario de Justica Eletronico do CNJ, Brasilia, DF, 6 dez. 2023.Disponivel em:
https://atos.cnj.jus.br/atos/detalhar/5368. Acesso em: 2 jul. 2025.

127 FERREIRA, Karina. CNJ cria grupo de trabalho para estudar e regulamentar inteligéncia artificial no Judiciério.
O Estado de S. Paulo, S3o Paulo, 6 dez. 2023. Disponivel em: <https://www.estadao.com.br/politica/cnj-
conselho-nacional-justica-grupo-trabalho-estudar-regulamentar-inteligencia-artificial-judiciario-nprp/>.  Acesso
em: 16 ago. 2025.

IZ8BRASIL. Portaria n° 338, de 30 de novembro de 2023. Institui Grupo de Trabalho sobre Inteligéncia
Artificial no Poder Judiciario. Diario de Justica Eletronico do CNJ, Brasilia, DF, 6 dez. 2023 .Disponivel em:
https://atos.cnj.jus.br/atos/detalhar/5368. Acesso em: 2 jul. 2025.
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inteligéncia artificial generativa baseada em grandes modelos de linguagem no Poder
Judiciario”. Além disso, o grupo tem atribui¢des de elaborar propostas de regulamentacio que
abordasse aspectos como: modelo de governanga para gestao de solugdes de IA, orientado pela
transparéncia de auditabilidade; colaboragdo e compartilhamento de informagdes sobre uso das
solucdes; auditoria de modelos e solugdes sob diversas perspectivas técnicas e éticas;
mapeamento e gerenciamento de riscos; defini¢do de praticas e casos de uso permitidos,
regulados e proibidos; e Revisdo da Resolugao CNJ n.® 332/2020.

Ao longo de trés anos, o GT realizou agdes importantes para promover uma
regulamentacdo com relagdo ao uso €tico e eficiente da IA no sistema judicial brasileiro,
destacando-se, dentre elas, a realizacdo de audiéncia publica e o desenvolvimento de pesquisas
diagnosticas.

Em setembro de 2024, o GT realizou audiéncia publica sobre o uso da IA no Poder
Judiciério. Durante trés dias de audiéncia, especialistas, membros do Judicidrio, representantes
da sociedade civil e institui¢des publicas e privadas, incluindo magistrados e servidores'?’,
discutiram e expuseram temas centrais para a regulamenta¢ao do uso de IA, incluindo: (i)
minuta de ato normativo que estabelece diretrizes para o desenvolvimento, governanca,
auditoria, monitoramento e uso responsavel da IA no Poder Judicidrio; (ii) Alteragdes propostas
na Resolu¢ao CNJ n.° 332/2020, que trata de ética, transparéncia e governanga na produgdo e
uso de IA no Judiciario; (iii) Avaliagdo dos riscos e custos associados ao uso da A, com foco
na prevencao de vieses discriminatdrios e na garantia de supervisdo humana; (iv) Protegdo de
dados pessoais, privacidade e seguran¢a da informag¢ao no contexto do uso da IA; e (v) Impactos
da inteligéncia artificial generativa na rotina dos tribunais e limitagdes para seu uso por
magistrados e servidores.

O GT também concentrou esfor¢os na pesquisa acerca o uso de IAG no Poder Judiciario,
e, durante a audiéncia publica, trouxe, na mesa de abertura, os Resultados da Pesquisa “O Uso

da inteligéncia artificial Generativa no Poder Judicidrio Brasileiro™!3°

, revelando que quase
metade dos servidores e magistrados ja utiliza IA, embora de forma esporadica.
Esse cenario de debate, levando em consideragao a IA Generativa, os resultados das

pesquisas apresentadas, a realidade dos tribunais e os pontos apresentados e debatidos durante

2CONSELHO NACIONAL DE JUSTICA. Audiéncia Piblica sobre Inteligéncia Artificial no Poder
Judiciario. 2024. Disponivel em: https://www.cnj.jus.br/?event=audiencia-publica-inteligencia-artificial-no-
poder-judiciario. Acesso em: 2 jul. 2025.

B3OCONSELHO NACIONAL DE JUSTICA. O uso da Inteligéncia Artificial Generativa no Poder Judiciario
Brasileiro. Conselho Nacional de Justiga, 2024. 111p. ISBN 978-65-5972-158-0. Disponivel em:
https://www.cnj.jus.br/wp-content/uploads/2024/09/cnj-relatorio-de-pesquisa-iag-pj.pdf. Acesso em: 2 jul. 2025.
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a audiéncia publica, resultou na finalizacdo da minuta da nova Resolucao n.® 615, de 11 de
marg¢o de 2025, que estabelece diretrizes para o desenvolvimento, utilizagdo e governanga de
solugdes desenvolvidas com recursos de inteligéncia artificial no Poder Judiciario,

especialmente para IA Generativa.

2.3.3 Resolucio n.° 615, de 11 de marco de 2025

Como resultado do esfor¢o do GT de IA, o CNJ em 2025 votou e aprovou a Resolugdo
n.°615/2025"! instituindo um marco regulatorio setorial no Brasil e no Mundo. Esta resolugio
possui impacto significativo para o dia a dia do judiciario e para a evolucdo tecnologica dos
tribunais brasileiros, uma vez que estabelece parametros para o uso e desenvolvimento e
contratagao da IA no judiciario.

Segundo as palavras de Bandeira de Mello em seu voto como Relator do Processo
Administrativo n° 0000563-47.2025.2.00.0000 que resultou na elaboragdo da Resolucdo
615/2025, a proposta do ato normativo apresentada dispde a adog¢do de mecanismos que
assegurem a transparéncia, a auditabilidade e a seguranca cibernética dos sistemas de IA
utilizados no Judiciario, garantindo que a utilizagdo das tecnologias sejam complementares a
atuagdo do magistrado, preservando a responsabilidade final pelas decisdes judiciais.

132

Em seu voto, o magistrado Luiz Fernando'°“ (2025, p.4) salientou que:

“A norma enfatiza que os sistemas de A devem funcionar como ferramentas de apoio
a decisdo, contribuindo para a melhoria da eficiéncia e da qualidade da prestacdo
jurisdicional, sem, contudo, subverter o papel central do operador humano ou, ainda,
estimular uma indesejavel dependéncia dos algoritmos no processo de tomada de
decisdes, regras. As propostas empoderam os juizes, garantindo que a tecnologia seja
aliada, nunca substituta, da decisdo humana.”

A resolucdo, alinhada as normativas internacionais sobre o tema, principalmente a

europeia, institui um mecanismo de avaliacdo e classificacdo dos riscos inerentes as solucdes

BICONSELHO NACIONAL DE JUSTICA. Resolucdo n° 615, de 11 de margo de 2025. Estabelece diretrizes
para o desenvolvimento, utilizagdo e governanga de solu¢des desenvolvidas com recursos de inteligéncia artificial
no Poder Judiciario. Diario de Justica Eletronico do CNJ, Brasilia, DF, 11 mar. 2025. Disponivel em:
https://atos.cnj.jus.br/files/original1555302025031467d4517244566.pdf. Acesso em: 2 jul. 2025.

132CONSELHO NACIONAL DE JUSTICA. Ato Normativo — 0000563-47.2025.2.00.0000. Conselheiro Relator:
Luiz Fernando Bandeira de Mello. Disponivel em:
https://www.cnj.jus.br/InfojurisI2/downloadDocumento.seam;jsessionid=9 1490 ADOFC891882EEB657FB9090E
79A?fileName=0000563-47.2025.2.00.0000&numProcesso=0000563-
47.2025.2.00.0000&numSessao=1%C2%A A+Sess%C3%A3o0+Extraordin%C3%A 1ria+de+2025&idJurispruden
cia=55609&decisao=false Acesso em: 2 jul. 2025.
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de IA, por meio de aplicagcio de medidas mitigadoras proporcionais ao grau de risco
identificado.

Essa norma normatiza o uso de inteligéncia artificial no judiciario de forma segura e
¢tica, assegurando a transparéncia ¢ a rastreabilidade de decisdes automatizadas, destacando
também a obrigatoriedade da supervisao humana, a classificacao dos sistemas de IA conforme
o nivel de risco, a implementa¢ao de auditorias regulares e o refor¢o a plataforma sinapses para
compartilhamento de solugdes institucionais. Além disso, essa norma preveé a criagdo do Comité
Nacional de Inteligéncia Artificial, o qual serd responsavel por monitorar e atualizar as
diretrizes de uso da tecnologia, a fim de garantir a governanca digital e conformidade com
padrdes internacionais.

Em primeiro lugar, destaca-se que a norma enfatiza que os sistemas de IA devem
funcionar como ferramentas de apoio a decisao do magistrado, contribuindo para a melhoria de
eficiéncia e da qualidade da prestacdo jurisdicional. Esse argumento central desmistifica a
criagdo de um “juiz-robd”, em que o magistrado fosse substituido por uma maquina. A ideia ¢
que ndo se subverta o papel central do operador humano ou estimule a dependéncia por
algoritmos no processo de decisdo: a tecnologia deve ser aliada e nunca substituir a decisao
humana.

Com esse pressuposto, a resolugdo apresenta mecanismos que assegurem a
transparéncia, a auditabilidade e a segurancga cibernética dos sistemas de IA utilizados no

Judiciario. E necessario apresentar a estrutura da resolucao e seus principais pontos.
2.3.3.1 Aspectos gerais

A Resolugdo n° 615/2025'%3 estabelece diretrizes para desenvolvimento, governanca,
auditoria, monitoramento e uso responsavel de solugdes de IA no Poder Judiciario. Ela visa
promover inovacao tecnologica e eficiéncia dos servigos judiciarios de modo seguro,
transparente, isondomico e ético, a0 mesmo tempo que respeita a autonomia dos tribunais na
adog¢do de tecnologias inovadoras.

Destaca-se que nos fundamentos (art. 2°) e principios (art. 3° ), ha enfoque na promog¢ao

de direitos fundamentais e valores democraticos, centralidade da pessoa humana e supervisao

133CONSELHO NACIONAL DE JUSTICA. Resolugiio n® 615, de 11 de marg¢o de 2025. Estabelece diretrizes
para o desenvolvimento, utilizagdo e governanga de solu¢des desenvolvidas com recursos de inteligéncia artificial
no Poder Judiciario. Diario de Justica Eletronico do CNIJ, Brasilia, DF, 11 mar. 2025. Disponivel em:
https://atos.cnj.jus.br/files/original 1555302025031467d4517244566.pdf. Acesso em: 2 jul. 2025.
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humana, efici€ncia na prestacao jurisdicional e mecanismos de transparéncia, auditabilidade e
capacitagdo para mitigacao dos riscos provenientes do uso de IA.

Ela propde a criacdo de um Comité Nacional de Inteligéncia Artificial do Judiciario
(arts. 15 e 16) como um 6rgao responsavel por avaliar riscos, estabelecer diretrizes, monitorar
implementagdo e promover transparéncia, assim como reclassificar sistemas, estabelecer
normas para o Sinapses ¢ determinar auditorias. Este 6rgao, que sera composto por 14 membros
titulares e 13 suplentes, incluindo representantes do CNJ, magistrados, escolas de magistratura,
OAB, Ministério Publico, Defensoria e sociedade civil, devera avaliar anualmente a
necessidade de atualizagdo das categorias de risco (art. 16, I), estabelecer padrdes de
transparéncia e critérios de conformidade (Art. 16, XI) elaborar relatério anula circunstanciado
de suas avaliagdes (Art. 18). O Comité devera ser presidido por conselheiro do CNJ eleito pelo
Plenario (Art. 15, §2°) e ele podera tomar medidas urgentes ad referendum (Art. 15, §4°). Além

disso, as decisdes podem também ser submetidas ao Plenario do CNJ (Art. 15, §5°).

2.3.3.2 Categorizagdo de riscos

Com relagdo a Resolucdo n° 615/2025, ¢ importante destacar o papel da classificagdo
de riscos, uma vez que ¢ a partir dessa classificacdo que ird resultar em obrigagdes para os
tribunais a partir do risco associado a IA. Alinhado as propostas normativas ao redor do globo,
principalmente a europeia, a resolugdo institui um mecanismo de avaliagdo e classificacao de
riscos inerentes as solucdes de IA. Essa categorizacdo em riscos permite a aplicagdo
proporcional de medidas mitigadoras aos sistemas de IA utilizados por cada tribunal,
permitindo a avaliagao de inumeros fatores que compde os sistemas de IA como complexidade
de algoritmos, quantidade e natureza dos dados utilizados e o impacto potencial sobre as
decisdes judiciais. A categorizagdo, portanto, possibilita uma abordagem sistematica e
criteriosa na identificacdo de vulnerabilidades e desafios de natureza técnica.

A Resolugdo apresenta trés categorizagdes de riscos dos sistemas de IA: riscos
excessivos (vedados o seu uso), alto risco e baixo risco.

E vedada o desenvolvimento e implantagdo de algumas utilizagdes de sistemas de IA no
Judiciério (Art. 10), uma vez que esses sistemas apresentam riscos excessivos a seguranca da
informagdo, aos direitos fundamentais dos cidaddos ou a independéncia dos magistrados.
Consoante a resolucdo ¢ vedado os sistemas que: (i) ndo possibilitem a revisdo humana dos
resultados propostos ao longo do ciclo de treinamento, desenvolvimento ou uso, ou que gerem

dependéncia absoluta do usudrio em relagdo ao resultado, sem possibilidade de alteragdao ou
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revisdo; (i) valorem tragos de personalidades, caracteristicas ou comportamentos de pessoas ou
grupos naturais, para avaliar ou prever cometimento de crimes ou reiteracdo delitiva na
fundamentagdo de decisdes judiciais, e também para fins preditivos ou estatisticos com o
proposito de fundamentar decisdes em matéria trabalhistas a partir ¢ formulacao de perfis
pessoais; (ii1) classifiquem ou ranqueia pessoas naturais, com base no seu comportamento ou
situacdo social, para a avaliacdo ou plausibilidade de seus direitos, méritos judiciais ou
testemunhos; e (iv) identificacdo e autenticagdo de padrdes biométricos para o reconhecimento
de emogdes.

As solugdes classificadas como de alto risco (Art. 11 e Anexo AR1-ARS da Resolugao
n°® 615/2025) sdo aquelas em que a possibilidade de ocorréncia de vieses discriminatérios ou
de erros na interpretacdo de dados é maior, exigindo, por sua vez, medidas de seguranca e
auditoria mais rigorosas. Dentro dessas medidas, estd a avaliagdo de impacto algoritmico,
objeto desse trabalho. Sao nos sistemas de IA de alto risco que podem ser utilizados dados
sensiveis ou que podem exercer influéncia direta nas decisdes judiciais, como em sistemas de
detec¢do de padrdes comportamentais, valoragdo de provas ou interpretacdo de fatos e condutas
para fins de enquadramento na norma penal. Nesses sistemas pode haver a automacgao elevada
e a auséncia de controles pode implicar em consequéncias juridicas significativas se ndo houver
controle e acompanhamento desses sistemas pelos tribunais.

Por sua vez, as solugdes de baixo risco (Art. 11 e Anexo BR1-BR8 da Resolucio n°
615/2025) sdo aquelas destinadas a atividade de natureza acessdria e rotineira, ou seja, a
extracao, classificacdo e sumarizacdo de informacdes de documentos. Os sistemas de IA de
baixo risco sdo aqueles que ha menor probabilidade de cometimento de erros criticos, ja que o
seu impacto tende a ser mitigado pelo controle humano e pela natureza de suas fungoes.

No quadro abaixo, ¢ apresentado os sistemas classificados como baixo e alto risco pela
norma.

Quadro 1 — Classificag¢do de Riscos estabelecidos pela Resolugdo n.° 615 do CNJ

Classificac¢ao de Riscos

Alto Risco Baixo Risco

ARI1 —identificagdo de perfis e de padrdes BR1 — execug¢do de atos processuais
comportamentais de pessoas naturais ou de | ordinatorios ou de tarefas de apoio a

grupos de pessoas naturais, exceto quando administracao judiciaria, mediante a
enquadradas como situacdes de risco extragao de informagdes de sistemas ¢ de
minimo ou controlado, conforme critérios documentos, com a finalidade de
objetivos estabelecidos; classificagdo e agrupamento de dados e

processos, enriquecimento de cadastros,
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certificacao ¢ transcri¢ao de atos
processuais, sumariza¢do ou resumo de
documentos, entre outras finalidades de
gestao processual e operacional, desde que
supervisionadas por responsavel humano;

AR2 — afericdo da adequacao dos meios de
prova e a sua valoracao nos processos de
jurisdi¢ao contenciosa, sejam documentais,
testemunhais, periciais ou de outras
naturezas, especialmente quando tais
avaliacdes possam influenciar diretamente a
decisdo judicial;

BR2 — deteccao de padrdes decisorios ou de
desvios de padrdes decisérios, bem como
detecgdo de precedentes qualificados
pertinentes, observado o carater
complementar da técnica de inteligéncia
artificial, desde que nao haja substituicdo da
avaliagdo humana sobre processos, sendo
seu uso destinado para apoio interno ao
tribunal e para uniformizagdo da
jurisprudéncia;

AR3 — averiguagao, valoragao, tipificagdo e
a interpretacdo de fatos como sendo crimes,
contravengdes penais ou atos infracionais,
ressalvadas as soluc¢des voltadas a mera
rotina da execug¢do penal e de medidas
socioeducativas;

BR3 — fornecimento aos magistrados de
subsidios para a tomada de decisao mediante
relatorios gerenciais e analises que adotem
técnica jurimétrica, com a integragao de
fontes de informacao relevantes ou a
detecgdo de padrdes decisorios, desde que
nao haja substitui¢ao da avaliagdo humana e
que a solugdo nao realize valoragdes de
cunho moral sobre provas ou sobre perfis e
condutas de pessoas;

AR4 — formulagdo de juizos conclusivos
sobre a aplicacdo da norma juridica ou
precedentes a um conjunto determinado de
fatos, inclusive para a quantificacdo ou a
qualificagao de danos suportados por
pessoas ou grupos, em agdes criminais ou
nao;

ARS —identificagdo e a autenticacdo facial
ou biométrica para 0 monitoramento de
comportamento de pessoas naturais, exceto
quando utilizada para a mera confirmacdo da
identidade de uma pessoa natural especifica
ou para atividades de seguranca publica
devidamente justificadas, sempre garantida a
observancia dos direitos fundamentais e
monitoramento continuo de tais solu¢des

BR4 — producao de textos de apoio para
facilitar a confecgdo de atos judiciais, desde
que a supervisao e a versao final do
documento sejam realizadas pelo magistrado
¢ com base em suas instrugoes,
especialmente as decisdes acerca das
preliminares e questdes de mérito;

BRS — aprimoramento ou formatacdo de
uma atividade humana anteriormente
realizada, desde que nao se altere
materialmente o seu resultado, ou ainda
realizagdo de uma tarefa preparatoria para
uma outra, considerada como de alto risco;

BR6 — realizagdo de andlises estatisticas para
fins de politica judiciaria, sempre com
supervisdo humana continua, especialmente
para evitar conclusdes enviesadas;

BR7 — transcricao de 4dudio e video para o
auxilio das atividades do magistrado, com
revisdo final realizada por pessoa
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responsavel;

BRS8 — anonimizagdo de documentos ou de
sua exibi¢do, especialmente para garantir sua
conformidade com as normas de privacidade
e protecao de dados.

Fonte: Elaborado pelo autor (2025).

Com relagdo a classificacao de riscos, a resolugdo determina, no seu art. 9°, que os
tribunais deverdo realizar a avaliacdo das solucdes que utilizem, visando definir o seu grau de
risco baseando na categorizacdo de riscos previstos, com base nos fatores apresentados como
potencial impacto nos direitos fundamentais, a complexidade dos modelos, a sustentabilidade
financeira, os usos pretendidos e potenciais ¢ a quantidade de dados sensiveis utilizados. A
avaliacdo deve ser realizada por cada tribunal, desenvolvedor ou contratante da solugao,
preferencialmente durante o periodo de teste e homologacao, ou anterior a entrada em produgao
interna. Tais avaliagdes de riscos devem ser publicadas na plataforma sinapses, anterior a sua
disponibilizag¢ao na solugao da PDPJ-Br.

A classificacdo de riscos ¢ essencial para a realizacdo ou nao de uma avaliagdo de
impacto algoritmico, objeto deste trabalho para a garantia do accountability, uma vez que essa
ferramenta s serd necessaria para sistemas de IA de alto risco (Art. 14, caput) ou quando
provocada pelo Comité Nacional de Inteligéncia Artificial (Art. 9°, §3°).

Destaca-se que o Comité Nacional de IA possui um papel fundamental no
desenvolvimento do caminho da regulagdo, emissao de normas e fiscalizagdo dos sistemas de
IA no Poder Judiciario. E ele o responsavel pela emissdo de padrdes, revisdo da categorizagio
de riscos, para assegurar que a classificagdo de contextos de alto risco permaneca atualizada e

continue adequada as exigéncias legais.
2.3.3.3 Obrigagoes para os tribunais

A partir dos fundamentos, principios e categorizacdo de riscos, a resolugdo implementa
um modelo de governanga parecido com a LGPD, distribuido por diferentes atores e
responsabilidades. A classificacdo dos riscos em niveis baixos, alto e excessivo permite a
implementagdo de mitigacdo ajustadas as criticidades de cada aplicagdo. Assim, a Resolugao
determina algumas obriga¢des pelas quais os tribunais devem se guiar durante o uso,
desenvolvimento ou contrata¢do de sistemas de IA.

Para fins do trabalho, foram identificadas cinco categorias de obrigagdes existentes na

resolucdo: Governanga e Avaliagdes, Registro e transparéncia, Dados e Seguranca,
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Implementacao e Capacitagdo. As obrigacdes referentes a cada categoria foram sistematizadas

no quadro abaixo:

Quadro 2 — Obrigagdes impostas Tribunais para cumprimento da Resolugdo n.° 615 do

CNJ

Obrigacdes para os Tribunais

Governanca e | Registro e Dados e Implementacido | Capacitaciao
Avaliacoes Transparéncia | Seguranca
Realizar Cadastrar todas | Utilizar Formar equipes | Oferecer
avaliacao as solucoes de preferencialmen | diversas e capacitagao
preliminar das IA no sistema te dados de multidisciplinar | continua para
solucdes de IA | Sinapses fontes publicas | es para magistrados e
para definir seu | (plataformado | ou desenvolviment [ servidores sobre
grau de risco CNJ) (Arts. 23 e | governamentais | o (Art. 35) riscos da
(Art. 9°) 24) (Art. 26) automacao,
vieses
algoritmicos e
analise critica
dos resultados
(Art. 3°, VIII)
Conduzir Informar Garantir Garantir Disponibilizar
avaliagdo de objetivos, curadoria de supervisao materiais
impacto resultados qualidade e humana efetiva | educativos para
algoritmico para | pretendidos e protecao de e possibilidade | que usuarios

solucdes de alto

codigo-fonte

dados pessoais

de modificacao

externos

risco (Art. 14) quando possivel | (LGPD) (Arts. dos resultados compreendam o
(Art. 23) 7°e 22) (Arts. 32 e 34) | uso de IA nos
processos
judiciais (Art.
33, §4°)
Estabelecer Publicar Implementar Reportar Realizar
processos relatorios de isolamento de eventos treinamentos
internos de auditoria, dados e protecdo | adversos ao especificos
seguranca, avaliacdo de contra acessos Comité sobre melhores
transparéncia e | impacto e ndo autorizados | Nacional em até | praticas,
mitigacao de monitoramento | (Arts. 28 € 29) 72 horas (Art. limitagdes,
vieses (Art. 12) | (Arts. 14, §3°%¢ 42) riscos € uso
39) ético e eficiente
de sistemas
generativos
(Art. 19, §3° 1)
Promover a Informar Adotar praticas | Informar Capacitar
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cooperacao e usuarios de privacy by claramente aos | usuarios para
compartilhamen | externos sobre | design e privacy | usuarios identificar e
to entre uso de IA em by default (Art. | externos sobre | prevenir vieses
tribunais (Arts. | servigos 20, IX) uso de IA nos discriminatérios
1°, §4°e 43) prestados (Art. Servicos nos sistemas
33) prestados (Art. | (Art. 8%, §1°)

33)
Elaborar ¢ Consolidar e Manter cépia de | Implementar Implementar
publicar enviar ao conjuntos de interfaces de acgoes de
prestacao de Comité dados (datasets) | programacao conscientiza¢ao
contas sobre Nacional utilizados em (APIs) para e difusdo do
sistemas de IA, [ informagdes versoes interoperabilida | conhecimento
incluindo sobre uso de relevantes dos de com outras sobre solucoes
custos, LLMs privados | modelos (Art. instituicdes (Art. | de IA (Art. 2°,
resultados e por magistrados |27, §1°) 12, VII) X)
responsaveis (Art. 19, §8°)
(Art. 39)
Possibilitar Publicar em Garantir Indicar em Garantir
acesso a OAB, | linguagem armazenamento | sistemas de treinamento
MP e simples os seguro dos processo antes da
Defensorias aos | registros de dados com judicial utilizagdo de
relatorios e sistemas de IA, | criptografia e eletronico os qualquer
parametrizacdo | incluindo seus controle de modelos de A | sistema de A
de sistemas de riscos (Art. 21) | acesso (Art. 27, |[emusoe generativa (Art.
IA (Art. 12, §2°) atualizar 20, 1)
VII) periodicamente

(Art. 21)
Revisar Documentar em | Implementar Garantir que Desenvolver
periodicamente | linguagem mecanismos solugdes de [A | capacitacao
as solugdes para | simples o para evitar permitam especifica para
garantir funcionamento | alteragdo dos autonomia dos | uso responsavel
conformidade dos sistemas e dados antes de usuarios de LLMs
continua (Art. as decisdes de sua utilizagao internos, sem privados (Art.
5°, §2°) sua construgdo | (Art. 27, caput) | limitar sua 19, §3°, 1)

(Art. 13, 1V) capacidade de

atuagdo (Art.

32)
Adotar medidas | Atualizar as Assegurar que Considerar
para informacgdes dados sigilosos | aspectos
descontinuar cadastradas no ou protegidos financeiros e
solucdo quando | Sinapses por segredo de or¢camentarios
verificada conforme a Jjustica sejam em todo o ciclo
impossibilidade | evolugdo das anonimizados de vida das
de eliminar viés | solucdes (Art. (Art. 7°, §2°) solugdes (Art.
discriminatério | 24, §5°) 20, X)

(Art. 8°, §3°)
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Registrar uso de | Verificar a

IA para qualidade e

elaboragao de seguranca de

atos judiciais dados nao-

nos logs do governamentais

sistema (Art. 21, | quando

§2°) utilizados (Art.
26, §2°)
Estabelecer
politica de
temporalidade
para eliminagdo
de datasets
obsoletos (Art.
27, §3°)

Fonte: Elaborado pelo autor (2025).

2.3.3.4 IA Generativa (LLMs)

A Resolugdao n° 615/2025 estabelece, pela primeira vez no ordenamento juridico,
diretrizes especificas para a utilizacdo de LLMs (Large Language Models) e demais sistemas
de Inteligéncia Artificial Generativa no &mbito do Poder Judiciario brasileiro.

Dentre as principais diretrizes com relacao a essa tecnologia, destacam-se: o uso sempre
de carater auxiliar e complementar, nunca como instrumento auténomo (art. 19, §3°, II e 20,
IV); vedacdo para processos sigilosos ou protegidos por segredo de justiga, exceto se
anonimizados na origem (Art. 19, §3°, IV) ou quando adotados mecanismos técnicos que
garantam a prote¢ao efetiva (Art. 20, V); vedado o uso para finalidades de risco excessivo ou
alto risco (arts. 19, §*°, V e 20, VI) e Registro no sistema interno do Tribunal quando houver
emprego de [A para auxilio a redacdo de ato judicial (Art. 19, §6°).

A Resolugao mencionada ainda dispde sobre LLMs fornecidos pelo tribunal, trazendo
obrigacdes especificas para esse uso, no art. 20 e disposigdes especificas para quando as LLMs
forem de uso privado pelo magistrado (Art. 19, §§2° e 3°). Vale lembrar que a resolugdo proibe
o uso de LLMs para valoracao de tragos de personalidade ou predi¢do de crimes, a classificacao
ou ranqueamento de pessoas para avaliagdo de direitos ou méritos judiciais € o uso para
finalidades de risco excessivo ou de alto risco. Além disso, no uso de LLMs, a supervisao
humana se torna ainda mais necessaria, responsabilizando integralmente o magistrado pelas

decisdes tomadas e pelas informacgdes contidas.
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2.3.3.5 Medidas de Governanga para sistemas de 1A de alto risco

Pela necessidade de maior rigor, os sistemas de alto risco deverao observar algumas
medidas de governanca, antes de ser colocada em producdo. Essas medidas devem ser
observadas em razdo da maior criticidade existente no uso desses sistemas, principalmente pelo
seu impacto nos direitos fundamentais e na atividade jurisdicional.

Essas medidas, conforme disposto no art. 13 da Resolugdio n® 615/2025"4, (p. 14 - 15),

incluem:

I — sempre que tecnicamente possivel, utilizar dados de treinamento, validagdo e teste
que sejam adequados, representativos e equilibrados, contendo propriedades
estatisticas apropriadas em relagdo as pessoas afetadas e levando em conta
caracteristicas e elementos especificos do contexto geografico, comportamental ou
funcional no qual o sistema de IA de alto risco sera utilizado;

IT — registro de fontes automatizadas e do grau de supervisdo humana que tenham
contribuido para os resultados apresentados pelos sistemas 1A, a serem submetidos a
auditorias regulares e monitoramento continuo;

IIT — indicagdo clara e em linguagem simples dos objetivos e resultados pretendidos
pelo uso do modelo de IA, de forma que possam ser compreendidos pelos usudrios e
supervisionados pelos magistrados;

IV — documentacdo em linguagem simples, no formato adequado a cada agente de IA
e a tecnologia usada, do funcionamento do sistema e das decisdes envolvidas em sua
construcdo, considerando todas as etapas relevantes no ciclo de vida do sistema e
atualizado sempre que o sistema evolua;

V — uso de ferramentas ou processos de registro automatico da operagdo do sistema
(log), sempre que tecnicamente possivel, para permitir a avaliagdo periodica de sua
acuracia e robustez, apurar potenciais resultados discriminatorios, com
implementag@o das medidas de mitigagdo de riscos ¢ atengdo para efeitos adversos e
identificar eventual uso malicioso ou indevido do sistema;

VI — medidas para mitigar e prevenir vieses discriminatérios, bem como politicas de
gestdo e governanga para promoc¢ao da responsabilidade social e sustentavel; e

VII — adocdo de medidas para viabilizar a explicabilidade adequada, sempre que
tecnicamente possivel, dos resultados dos sistemas de IA e de medidas para
disponibilizar informac¢des adequadas em linguagem simples e acessivel que
permitam a interpretacdo dos seus resultados e funcionamento, respeitados o direito
de autor, a propriedade intelectual e os sigilos industrial € comercial, mas garantida a
transparéncia minima necessaria para atender ao disposto nesta Resolugéo.

Nesse sentido, devera ser realizada pelos tribunais o monitoramento continuo, com a
realizagdo de auditoria regular para solugdes de alto risco (Art. 11, §1°), monitoramento
periodico para solugdes de baixo risco (art. 11, §3°), implementacdo de mecanismos para
detectar vieses discriminatérios (art. 8°, §1°), suspensdo ou descontinuidade de solugdes
incompativeis com principios éticos (Art. 8°, §§2° e 3°), verificacdo continua de robustez e
confiabilidade das solugdes (art. 2°, 1X), validacao continua das solugdes e auditoria ao longo

do ciclo de vida das decisoes (art. 8°, 1°), ado¢ao de medidas corretivas quando identificadas

134CONSELHO NACIONAL DE JUSTICA. Resolugiio n® 615, de 11 de marg¢o de 2025. Estabelece diretrizes
para o desenvolvimento, utilizagdo e governanga de solu¢des desenvolvidas com recursos de inteligéncia artificial
no Poder Judiciario. Diario de Justica Eletronico do CNIJ, Brasilia, DF, 11 mar. 2025. Disponivel em:
https://atos.cnj.jus.br/files/original 1555302025031467d4517244566.pdf. Acesso em: 2 jul. 2025.



74

incompatibilidades (Art. 8°, §2°) e monitoramento para garantir conformidade com a LGPD e
revisdo periodica das praticas (Art. 7°, §3°).

Além dessas medidas, a Avaliacao de Impacto Algoritmico (AIA) devera ser promovida
para todos os sistemas classificados como de alto risco (art. 14). Essa ferramenta serd abordada

nos capitulos a seguir, apos o estudo sobre o accountability algoritmico.
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3 ACCOUNTABILITY ALGORITMICO: A RESPONSABILIZACAO E PRESTACAO
DE CONTAS EM SISTEMAS DE 1A

O accountability ¢ tido para o campo das ciéncias sociais como um conceito guarda-
chuva, multiforme ou camaledo para descrever os mecanismos de responsabilizagdo,
transparéncia e prestacdo de contas tanto de agentes puiblicos como de agentes privados!*>. O
termo, com o passar do tempo, passou a ser utilizado de forma retoérica, ao qual se pode atribuir
os mais diferentes significados. De forma geral, accountability envolve a ideia de que atores —
especialmente agentes publicos ou quem exerce poder — devem prestar contas de suas agoes a
algum forum ou autoridade competente, estando sujeitos a diversas consequéncias em caso de
falhas ou desvios.

Na area da tecnologia, o accountability ganhou relevancia por ser frequentemente visto
em sessoes especificas das leis de prote¢ao de dados ao redor do mundo. Ele se transformou em
um dos pilares fundamentais dos regimes regulatérios de privacidade. Bruno Bioni, ao escrever
sobre o principio do accountability, argumenta que esse principio foi, em primeiro lugar, um
artefato argumentativo para se regular as atividades de protecao de dados. Em seguida, entende
que o termo assume uma ‘func¢do de adjetivacdo’, ou seja, ‘de que os agentes de tratamento de
dados seriam mais accountable se prestassem contas de suas a¢des’!°.

Para o autor, as leis de protecdo de dados nao servem apenas aos cidadaos, mas também
a quem quer processar as informagdes - isso pode se relacionar com o principio da
autodeterminacao informacional. Bioni também elucida que o perfil normativo dessas leis ¢
definir padroes de conduta, muitas vezes indeterminados e vagos, que se observados, geram o
direito de as informagdes serem manufaturadas sem a autoriza¢ao e conhecimento dos titulares.
Entende ainda que as leis de prote¢do de dados sd@o uma tecnologia de metarregulagao, na qual
sua principal caracteristica ¢ a alta carga de discricionariedade reservada aos agentes
economicos e de redefinicdo de qual dever ser o papel do Estado para a governanga de seus
comportamentos'’.

No contexto da protecdo de dados pessoais, o accountability foi incorporado como

principio explicito, tanto na legislagdo europeia, quanto na brasileira, tornando-se um pilar

135BIONI, Bruno Ricardo. Regula¢io e protecio de dados pessoais: o principio da accountability. 1 ed. Rio de
Janeiro: Forense, 2022. ISBN 978-65-5964-592-3.
136BIONI, Bruno Ricardo. Regula¢io e protecio de dados pessoais: o principio da accountability. 1 ed. Rio de
Janeiro: Forense, 2022. ISBN 978-65-5964-592-3.
I37BIONI, Bruno Ricardo. Regulagiio e protecio de dados pessoais: o principio da accountability. 1 ed. Rio de
Janeiro: Forense, 2022. ISBN 978-65-5964-592-3.
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fundamental para a governancga da privacidade e prote¢ao de dados. No GDPR, o accountability
¢ um dos sete principios basilares da lei, significando que os agentes ndo s6 devem cumprir
com os demais principios, mas devem ser capazes de demonstrar essa conformidade!*8. A lei
do continente europeu impde uma responsabilidade proativa, ou seja, a organizacao que trata
dados pessoais deve tomar medidas internas para garantir a protecdo de dados e comprovar,
mediante evidéncias, que adotou tais medidas. A incorporag¢ao do principio do accountability
trouxe a necessidade de implementa¢cdo de mecanismos de conformidade robustos. Aderir a
esse principio requer adotar medidas técnicas e organizacionais apropriadas, realizar avaliacdes
regulares de privacidade e manter registros das atividades de tratamento. Isso inclui, por
exemplo, a elaboragdo de Relatorios de Impacto a Prote¢ao de Dados.

No Brasil, a Lei Geral de Protecio de Dados (Lei n° 13.709/2018)!*° o termo foi
traduzido como “responsabilidade” ou “prestagao de contas”. Esse principio, conforme o inciso
X do art. 6° da LGPD, impde que os agentes de tratamento “deverdo demonstrar a adogao de
medidas eficazes e capazes de comprovar a observancia e o cumprimento das normas de
protecdo de dados, inclusive das medidas de seguranca, demonstrando sua eficicia”. Assim
como no GDPR, a LGPD também exige que as organizagdes assumam uma postura proativa de
adotar salvaguardas necessarias para proteger os dados pessoais sob sua responsabilidade e
manter evidéncias de que essas salvaguardas sdo efetivas e estdo sendo aplicadas. Ha uma
tendéncia incorporada nas legislagdes de se apegar aos conscritos de risco e de accountability,
trazendo uma ideia de que a responsabilidade pela protecdo de dados pessoais em um ambiente
complexo, de muitos atores envolvidos, deve ser compartilhada entre todos, € nao restrita a
apenas o titular por meio de seu consentimento!4°,

Dentre das obrigagdes trazidas pela LGPD, os agentes de tratamento deverao elaborar
politicas e procedimentos internos (art. 50, §2°, I, a e d) e Relatérios de Impacto a Prote¢ao De
Dados (Arts. 10, §3° e 38) , por exemplo, para estar em conformidade com o principio da

responsabilidade e prestagdo de contas. O accountability ¢ vinculado a uma governanca

133 EUROPEAN, Union. Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal data and on the free
movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation) (Text with
EEA relevance). Official Journal of the FEuropean Union. Disponivel em: https://eur-
lex.europa.eu/eli/reg/2016/679/0j/por. Acesso em: 4 jul. 2025.

139 BRASIL. Lei n° 13.709, de 14 de agosto de 2018. Dispde sobre a prote¢do de dados pessoais e altera a Lei n°
12.965, de 23 de abril de 2014 (Marco Civil da Internet). Diario Oficial da Unido: Secdo 1, Brasilia, DF, 15 ago.
2018. Art. 5°, XVII. Disponivel em: https://www.planalto.gov.br/ccivil 03/ ato2015-2018/2018/1ei/113709.htm.
Acesso em: 2 jul. 2025

YOBENNETT, Colin J.; RAAB, Charles D. Revisiting the governance of privacy: Contemporary policy
instruments in global perspective. Regulation & Governance, v. 14, n. 3, p. 447-464, set. 2018. Disponivel em:
https://onlinelibrary.wiley.com/doi/abs/10.1111/rego.12222. Acesso em: 4 jul. 2025
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regulatdria robusta, exigindo que organizagdes demonstrem conformidade por meio de
documentagao de processos, mecanismos de transparéncias e prestacdo de contas verificavel,
como pela elaboragdo de RIPD, politicas externas. Em resumo, os agentes de tratamento de
dados devem demonstrar a ado¢ao de medidas eficazes para a gestao de riscos € comprovar a
observancia e o cumprimento das normas de protecdo de dados pessoais, incluindo a eficacia
dessas medidas.

Jano PL n.°2338/2023, o accountability ndo s6 € traduzido e incorporado ao texto como
prestagdo de contas e responsabilizacdo, mas também esta associado a reparacao integral de
danos, conforme o art. 3°, X da versdo do PL de 17/03/2025'"!. A prestacdo de contas e
responsabiliza¢ao nesse PL envolve, ao longo do texto, a obrigagdo de inimeros instrumentos
como medidas de transparéncia, publicacdo de relatdrios, Avaliagdo de Impacto Algoritmico,
codigo de conduta, assim como medidas de responsabilidade civil trazidas especificamente no
capitulo V.

Enquanto isso, na Resolu¢do n.° 615/2025, o accountability conforme descrito no
capitulo anterior também ¢ embasado na prestagcdo de contas e responsabilizagdo. No entanto,
a Resolugdao do CNJ define, no art. 39, que a prestagdo de contas de solugdo computacional
utilizada pelo Poder Judicidrio que compreenda modelos de 1A, deverd compreender: nomes
dos responsaveis pela execucdo das agdes e pela prestagdo de contas; custos envolvidos;
existéncia de acdes de colaboragdo e cooperagdo entre agentes do setor publico, iniciativa
privada e/ou sociedade civil; resultados pretendidos e os efetivamente alcangados;
demonstracdo quanto a natureza do servigo oferecido, técnicas utilizadas, desempenho do
sistema e risco de erros; ¢ a demonstragdo das informac¢des mencionadas em formato acessivel,
linguagem simples, em canal adequado, com atualizagdes regulares e de forma que permita a
interagdo com o publico para dividas e sugestdes. Essa prestacdo de contas devera ser publicada
em canal oficial e podera ser submetida a auditoria externa, por decisdo do Tribunal ou do
Comité Nacional de Inteligéncia Artificial do Judicidrio.

Nota-se que a prestagao de contas descrita pela Resolucao 615/2025, ao contrario das
outras legislagdes e projetos de lei, limita o accountability apenas as informacdes contidas nos

incisos do art. 39. No entanto, outros instrumentos e avaliagdes podem ser mecanismos de

14IBRASIL. Projeto de Lei n° 2.338, de 2023. Dispde sobre o desenvolvimento, o fomento ¢ o uso ético e
responsavel da inteligéncia artificial com base na centralidade da pessoa humana. Didrio da Camara dos
Deputados, Brasilia, DF, 17 mar. 2025. Disponivel em:
https://www.camara.leg.br/proposicoesWeb/prop mostrarintegra?codteor=2868197&filename=PL.%202338/202
3. Acesso em: 25 jun. 2025.
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accountability, ou seja, de prestacdo de contas e responsabilizagdo, como a Avaliagdo de
Impacto.

Nesse sentido, em um cenario de constante evolugdo dos sistemas de IA, o
accountability assume papel central na garantia do equilibrio entre inovagao e desenvolvimento
tecnologico e protegao de direitos e garantias individuais e coletivas. A abordagem baseada em
risco previstas nas legislagdes que buscam regular a [A exigem que sistemas de IA considerados
de alto risco sejam submetidos a controle mais rigoroso, com avaliagcdes continuas durante seu
ciclo de vida. O risco se torna um elemento a partir do qual serdo calibradas as obrigagdes e
responsabilidades dos agentes regulados'#>. E nesse contexto que as avaliagdes de impacto
aparecem como mecanismo essencial de precaucdo e accountability, permitindo ndo apenas
mitigar riscos, mas decidir se uma tecnologia deve ou ndo ser implementada.

O principio do accountability ¢ uma das bases de diversos instrumentos, como Relatorio
de Impacto a Protecao de Dados, Avaliagao de Impacto a Protecdo de Dados, e da Avaliagdo
de Impacto Algoritmico (AIA), que sera abordada no proximo capitulo. Esses instrumentos,
consolidados nas legislagdes de protecao de dados e de uso e desenvolvimento de sistemas de
IA representam também o comprometimento dos agentes perante suas obrigacdes, como forma
de prestar contas a todos os atores envolvidos nesse ecossistema que esta inserido. Assim, € por
meio dos fundamentos do accountability que se estabelecera os parametros para o uso e
desenvolvimento ético da IA no contexto do Poder Judicidrio, por meio da AIA, identificando
e minimizando os riscos existentes antes de sua materializagdo no contexto complexo em que
essas tecnologias estdo inseridas.

Diante da tentativa falha de definir o que € accountability, demonstrado pela busca de
definicdo a partir de leis e normativos existentes, ¢ necessario buscar compreender as bases
teoricas e como as principais legislagdes que regulam [A abordada esse principio e o seu

conteudo.

3.1 BASES TEORICAS E ASPECTOS DO ACCOUNTABILITY A PARTIR DA TEORIA
DE MARK BOVENS

“2MAHLER, Tobias. Between risk management and proportionality: The risk-based approach in the EU’s
Artificial Intelligence Act Proposal. Nordic Yearbook of Law and Informatics. 2021 Disponivel em:
https://ssrn.com/abstract=4001444. Acesso em: 25 jun. 2025.
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Diante de inumeras fontes sobre conceituagao sobre accountability, o presente trabalho
fundamenta-se a partir do estudo do pesquisador Mark Bovens!*. O conceito de accountability
para Bovens seria “a obrigacao de explicar e justificar a conduta”, ou melhor, em suas palavras:
“Accountability ¢ uma relagdo social entre um ator e um féorum, na qual o ator tem a obrigacao
de explicar e justificar sua conduta, o féorum pode fazer perguntas e emitir julgamentos, € o ator
pode enfrentar consequéncias '#*”. O conceito ndio se trata apenas de uma ordem unicamente
politica, mas sim de praticas concretas.

Ele entende que o accountability pode ser interpretado como um fendmeno de poder e
conecta diretamente a natureza do direito em questao. O autor aponta que, no discurso politico
e académico, o termo accountability funciona como um guarda-chuva conceitual e abrange
outros conceitos, como: transparéncia, equidade, democracia, eficiéncia, capacidade de
resposta, responsabilidade e integridade. Essas conceituagdes, demasiadamente abrangentes e
imprecisas, comprometem a utilidade do termo, ja que o entendimento operacional do que
constitui accountability se modifica conforme o contexto em que ¢ aplicado.

Bovens identifica varios tipos de accountability para as instituigdes publicas, onde
mapeia as linhas de controle existentes na governanca contemporanea. Essa tipologia se baseia
em quatro dimensoes: o tipo de forum, o tipo de ator, o aspecto da conduta em questdo ¢ a
natureza da obrigacao.

A primeira dimensdo do accountability é o tipo de forum (To whom is account to be
rendered). Bovens identifica cinco tipos principais com base no tipo de forum perante o qual o
ator deve prestar contas. O primeiro dele € a accountability politica, na qual se refere a
obrigacdo de prestagdo de contas perante representantes eleitos, partidos politicos, eleitores e
midia. O segundo ¢ o accountability legal, que ocorre quando institui¢des ou agentes publicos
sdo responsabilizados judicialmente por suas agdes. E ancorado em normas juridicas especificas
e ¢ exercida por tribunais civis, penais ou administrativos. No ambito da proteg¢do de dados, a
Autoridade Nacional de Protecio de Dados ¢ a responsavel por essa fiscalizagdo legal'*®. O
terceiro € o accountability administrativo, exercido por féruns quase juridicos, como tribunais

de contas, ouvidorias, 6rgaos de controle e esta focado na legalidade, eficiéncia e eficacia da

143 BOVENS, Mark. Two concepts of Accountability: Accountability as a Virtue and as a Mechanism. West
European Politics, v. 33n. 5, p. 946-967, 2010.

144 BOVENS, Mark. Analysing and assessing accountability: A conceptual framework. European Law Journal,
13(4), 447-468. Disponivel em: https://onlinelibrary.wiley.com/doi/abs/10.1111/j.1468-0386.2007.00378.x
.Acesso em: 25 jun. 2025.

145 Dentre as competéncias elencadas pelo art. 55-J da LGPD, o inciso IV determina que a ANPD ¢é responsavel
por “fiscalizar e aplicar san¢des em caso de tratamento de dados realizado em descumprimento a legislagdo,
mediante processo administrativo que assegure o contraditorio, a ampla defesa e o direito de recurso”.
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administracao publica - ¢ chamada por Bovens como ‘explosao de auditoria’. No contexto do
Poder Judiciario, o CNJ ¢ o ‘férum’ que toma esse papel de realizar o accountability
algoritmico. O quarto, € o accountability profissional, que se aplica a profissionais que devem
responder as associagdes profissionais por condutas tomadas no ambito de sua profissao. O
quinto, por sua vez, ¢ o accountability social, surge de pressao de cidadaos e organizagdes da
sociedade civil, que, ainda que seja sem sancdo direta, ganha forca com mecanismos como
painéis publicos, como audiéncias publicas, e publicacdes na internet.

A segunda dimensao do accountability proposta por Bovens ¢ segundo o tipo de ator
(Who is the actor). Nessa dimensao o problema enfrentado € o ‘problema de muitas maos’, ou
seja, a dificuldade em identificar quem € responsavel em organiza¢des complexas. Ela se divide
em quatro tipos. O primeiro € o accountability corporativo, que recai sobre a organizacio na
totalidade, que pode ser responsabilizada juridicamente como um todo. O segundo ¢ o
accountability hierarquico, que segue a cadeia de comando, responsabilizando superiores e
subordinados, externa e internamente, respectivamente. O terceiro € o accountability coletivo,
quando qualquer membro de uma organizagdo pode se responsabilizar pelo todo. O quarto é o
accountability individual, no qual cada agente ¢ responsabilizado proporcionalmente a sua
contribui¢ao, muito comum em contextos profissionais.

A terceira dimensdo do accountability se refere ao aspecto da conduta (which aspect of
the conduct), com foco sobre o que exatamente se presta contas. Sao trés principais categorias
de accountability propostas por Bovens: financeira, procedimental e de produto/conteudo. A
primeira diz respeito ao uso de recursos publicos, analisando a conformidade or¢gamentaria, por
exemplo. A segundo, procedimental, verifica se os procedimentos e normas foram seguidos
corretamente, muito utilizada em auditorias administrativas. A terceira se concentra nos
resultados alcangados, ou seja, se os objetivos de uma politica publica foram atingidos, por
exemplo, com eficécia e eficiéncia.

Por fim, a Gltima dimensao proposta por Bovens ¢ com relacdo a natureza da obrigagao
(why the actor feels compelled to render account). Essa dimensao estad associada ao motivo pelo
qual um ator se sente compelido a prestar contas. Ela pode ser vertical, horizontal ou diagonal.
A vertical é baseada em relagdes hierarquicas formais, enquanto a horizontal ocorre entre atores
em posi¢do de igualdade, como conselhos deliberativos ou relagdes com stakeholders da
sociedade. J& o accountability diagonal envolve foéruns independentes que, embora ndo tenham
autoridade direta, exercem influéncia com base na legitimidade institucional, como tribunais de
contas ou ouvidorias. As entidades da sociedade civil podem atual como forum que exerca este

ultimo tipo de accountability.
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Com relacdo & dimensdo vertical e horizontal, O’Donnell!*® também traz uma distin¢do
entre o accountability vertical e o accountability horizontal. Para ele, o accountability vertical
ocorre na relagdo entre governantes e governados, principalmente por meio das elei¢des, e atua
como um mecanismo de controle, e faz com que os representantes eleitos respondam as urnas.
Ja o accontability horizontal, envolve o controle mutuo entre os poderes e 6rgaos do Estado.
Pode-se referir aos freios e contrapesos entre os poderes, 6rgdos de Estado fiscalizando
reciprocamente no contexto de separacdo de poderes e do Estado de Direito. Um exemplo de
accountability horizontal seria quando tribunais controlam a legalidade de atos do executivo,
orgados de controle interno, agéncias reguladoras autonomas ou parlamentos investigando a
administracdo publica fora de periodo eleitoral.

Segundo as classificagdes de Bovens, o accountability possui uma dupla fungdo: esse
instrumento serd desenvolvido pelo ator (no contexto da Resolu¢ao 615/2025 do CNIJ, os
Tribunais sao entdo vistos, ndo como entidades jurisdicionais, mas sim como agentes que
precisam respeitar e implementar as regras de governanga estabelecida pela regulamentacao
sobre inteligéncia artificial, uma vez que eles passam a ser responsaveis, administrativamente,
pelas etapas de desenvolvimento e implementagdo de sistemas de [A), e este instrumento sera
submetido a um forum (Autoridade Reguladora e Comité Nacional de Inteligéncia Artificial no
Poder Judiciario do Conselho Nacional de Justica) que possuirda a capacidade de avaliar
efetivamente o instrumento e questionar as justificativas, escolhas e conclusoes expostas, assim
como sugerir modificagdes. A partir dessa compreensao, para o campo de andlise do presente
trabalho, o meio pelo qual o accountability sera demonstrado sera pela Avaliagdo de Impacto
Algoritmico (AIA).

Bovens ainda elenca trés elementos essenciais do conceito de accountability'*’: o
primeiro elemento ¢ a obrigagdo de informar e justificar, no qual o ator deve fornecer
informagdes sobre suas acdes sobre determinada atividade e justificar suas condutas e decisdes
tomadas. O segundo elemento se refere a questionamento e julgamento, isto ¢, o férum pode
interrogar o ator e questionar as informagdes e justificativas apresentadas. E desse ponto que
decorre a estreita conexdo entre accountability € os termos ‘responsabilidade’ e ‘prestagao de

contas’. No caso do objeto do presente trabalho, as informagdes serdo prestadas a Autoridade

146Q'DONNELL, Guilhermo. Horizontal accountability in new democracies. Journal of Democracy, 9(3), 112-
126, julho, 1998. Disponivel em: https://www.journalofdemocracy.org/articles/horizontal-accountability-in-new-
democracies/ Acesso em: 25 jun. 2025.

97BOVENS, Mark. Analysing and Assessing Accountability: A Conceptual Framework. European Law
Journal, Oxford, v. 13, n. 4, p. 447-468, jul. 2007. Disponivel em: https://doi.org/10.1111/j.1468-
0386.2007.00378.x. Acesso em: 3 maio 2025.
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Competente e ao Comité do CNJ, no escopo do poder judiciario. O terceiro elemento € a
possibilidade de sangdes, ou seja, o forum deve ter a possibilidade de julgar a conduta do ator,
seja de maneira positiva ou negativa, aprovando ou condenando seu comportamento, inclusive,
impondo algum tipo de consequéncia.

Diante das bases tedricas elencadas por Bovens, entende-se que o accountability ¢é
fundamental para o funcionamento eficaz de democracias e organizagdes publicas, onde ha
controle entre instituigdes. Seus beneficios podem aparecer no fortalecimento da confianga
publica, na melhoria da efetividade governamental e na prevencao de corrupgdo. A
possibilidade de responsabilizagdo, avaliagdo de desempenho, auditoria publica, detecgdo e
preven¢ao de abuso de poder, necessidade de melhoria continua, facil acesso as informagdes
sobre determinado objeto, sdo apenas algumas formas de demonstracdo dos beneficios do
accountability.

Outro ponto sobre o accountability levantado por Bovens sao os problemas dos déficits
e excessos. Apesar dos intimeros beneficios trazidos pelo accountability, o excesso de
mecanismos pode gerar paralisia decisoria, procedimentalismo excessivo, redu¢do da
capacidade de inovagdo e conflito entre os diferentes tipos de accountability. Para ele, pouca
accountability leva a apropriacao indevida de poder e recursos, ao mesmo tempo, em que,
accountability em excesso pode levar a inacdo e ineficiéncia!*. Para ele, o equilibrio apropriado
depende do contexto institucional, tendo em vista que o desafio ndo ¢ maximizar o
accountability, mas otimiza-lo, considerando o equilibrio entre controle democratico e eficacia
governamental'*’. No caso Poder Judicidrio, o accountability ja existe em diversas instincias,
seja na transparéncia quanto a gastos publicos e destinagdo de recursos, contratagdes realizadas
por licitagdes, ou até mesmo, transparéncia quanto a agdes e projetos realizados pelos tribunais.
Todavia, em um contexto prestagdo de contas quanto as questdes relacionadas a inteligéncia
artificial, ¢ de suma importancia balancear como e o que devera ser prestado contas, levando
em consideracdo a rapida transformagao tecnoldgica.

Portanto, busca-se a defini¢do sobre quais informacgdes e sobre quais justificativas serao
prestadas, ou seja, qual ¢ o escopo do accountability. Assim, definida as dimensdes do

accountability que serdo abordadas no uso e desenvolvimento ético de IA no poder judiciario,

1BOVENS, Mark. Analysing and Assessing Accountability: A Conceptual Framework. European Law
Journal, Oxford, v. 13, n. 4, p. 447-468, jul. 2007. Disponivel em: https://doi.org/10.1111/j.1468-
0386.2007.00378.x. Acesso em: 3 maio 2025.

9BOVENS, Mark; GOODIN, Robert; SCHILLEMANS, Thomas (org.). The Oxford Handbook of Public
Accountability. Oxford: Oxford Academic, 2014. Disponivel em:
https://doi.org/10.1093/0xfordhb/9780199641253.001.0001. Acesso em: 29 jun. 2025.
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busca-se compreender quais sdo as informagdes que devem ser informadas no que tange ao
primeiro elemento essencial do accountability. Para definir quais informac¢des devem ser
prestadas, serd feita uma analise da Resolucdo n.° 615/2025 no topico seguinte, com o objetivo
de entender quais informagdes devem ser prestadas no contexto do Poder Judiciario e a quem
devem ser prestadas, a partir da classificacdo de Bovens. Assim serdo criadas as bases para a

instrumentalizagdo da Avaliagdo de Impacto Algoritmico (AIA) no proximo capitulo.

3.2 0 ACCOUNTABILITY NA RESOLUCAO N.° 615/2025 DO CNJ

Como trabalhado no topico anterior, o accountability, em linhas gerais, refere-se a
obrigacdo de um individuo ou organizacdo de prestar contas por suas atividades, aceitar
responsabilidade por suas acdes e divulgar resultados de forma transparente. Isso envolve:
responsabilidade por decisdes e agdes, transparéncia nos processos, capacidade de justificar
decisdes € mecanismos para corre¢ao de erros.

Nesse sentido, ¢ fundamental compreender e extrair as obrigagdes impostas sobre o que
envolve o accountability nas quatro dimensdes trazidas por Bovens: tipo de férum, tipo de ator,
aspectos de conduta e natureza da obrigacgao.

Com relagdo ao tipo de forum, no contexto de aplicacdo da Resolugdao 615/2025,
entende-se que ndo serd aplicado o accountability politico, legal e profissional por nio existir
correlagdo com o tema no Poder Judiciario. O accountability administrativo, ou seja, aquele
exercido por foéruns, 6rgios de controle e focado na legalidade, eficiéncia e eficacia da
administracao publica, sera feito pelo CNJ. Como demonstrado nos capitulos anteriores, o CNJ
¢ o orgdo responsavel pela administracdo da justica, criado com o objetivo de aperfeigoar o
trabalho do judicidrio brasileiro, especialmente em relagdo ao controle e a transparéncia
administrativa e processual. Apesar de nao haver carater disciplinar, havendo a identifica¢ao de
desconformidades, o Comité podera fixar prazo para correcdo, com base na gravidade e
impactos de desconformidade (Art. 41, §4°). Além do CNJ, também se identifica o
accountability social, ou seja, aquele que devera ser feito aos cidadaos e a sociedade, ou seja,
os jurisdicionados ou as pessoas atingidas pela Justica. Com relagdo a Resolucao 615/2025,
devera haver uma publicidade das a¢des, de mecanismos tomados pelo tribunal, de forma que
as pessoas afetadas por esse sistema ou sociedade possa identificar que ha este accountability.
Portanto, identificam-se dois atores importantes no accountability da resolucao 615: 0 CNJ e a

sociedade.
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A segunda dimensao, tipo de ator, identifica o responsavel em organizagdes complexas.
A partir da Resolugdo, identifica-se o accountability corporativo, isto ¢, cada tribunal podera
ser responsabilizado, na totalidade, se ndo estiver consoante as obrigagdes e diretrizes da
resolucdo. Em diversos momentos, a resolucdo destaca a autonomia dos tribunais para o
desenvolvimento e implementagdo de solugdes. Também pode haver o accountability
hierarquico e individual, quando hé a responsabilizac¢do por superiores e inferiores hierarquicos
e quando cada agente ¢ responsabilizado proporcionalmente a sua contribuicdo. No caso de
servidores publicos, pode haver a instauracao de Procedimentos Administrativos Disciplinares
(PAD) e, em relagdes com terceirizados contratos, pode haver mecanismos de controles e
fiscalizacdo sobre a acdo tomada. Um exemplo da possibilidade de accountability individual é
a necessidade de identificacdo dos nomes dos responsaveis pela execugdo das agdes e pela
prestagdao de contas em solugdes computacionais do Poder Judicidrio que utilizes modelos de
IA (art. 39, §1°, 1).

Sobre os aspectos de conduta, ou seja, sobre o que se presta contas, ¢ necessario
identificar que quando se fala de inteligéncia artificial no poder judicidrio, fala-se também de
impactos significativos para a sociedade, de riscos, beneficios - os quais ja foram apresentados
neste trabalho. Portanto, deve haver um maior rigor e cuidado quanto ao conteudo, equilibrando
aspectos de propriedade intelectual e segredos de negdcio envolvidos. Por ser um 6rgao publico,
havera o accountability na sua esfera financeira, demonstrando os recursos publicos
empenhados. A resolucao, em seu art. 39, §1°, II, determina a prestagdo de contas dos cursos
envolvidos na pesquisa, desenvolvimento, implantagcao, comunicagao e treinamento acerca de
qualquer solugdo computacional do Poder Judiciario que utilize IA.

O accountability procedimental também estd presente, uma vez que ha a determinagao
de auditorias dos principios, regras estabelecidas na Resolugdo e demais normativos aplicaveis,
que sera monitorado por parte do Comité Nacional de Inteligéncia Artificial do Judicidrio (Art.
40). E ele que estabelecera protocolo de auditoria e monitoramento para modelos e solugdes de
inteligéncia artificial em uso no Poder Judiciario. Além disso, a definicdo de metodologia para
a conducao de auditorias sera realizada pelo proprio Comité, considerando a identificagdo dos
riscos envolvidos, a defini¢ao de salvaguardas e documentagdo produzida (Art. 41, caput e §1°).

Para garantir um accountability sobre a natureza da obrigacdo, pelo qual um ator se
sente compelido a prestar contas, pode-se identificar que ha a necessidade do accountability
vertical e o horizontal. Com relacdo ao vertical, ou seja, relagdes hierarquicas formais, os
tribunais devem obedecer a todos os atos normativos do CNJ, responsavel pela autonomia do

Poder Judicidrio, definicdo de metas nacionais, julgar processos disciplinares e estabelecer



85

padrdes nacionais de prestacdes de contas. Nao ha duvidas que a Resolugdo n.° 615/2025,
representa o compromisso do Poder Judicidrio com temas atuais e relevantes, de grande impacto
nas tradicionais estruturas, posicionando o Judiciario brasileiro a vanguarda nacional da adogao
de diretrizes para seguras de tecnologias de IA generativa, protegendo direitos e garantias
fundamentais de cidadaos e dos preceitos €ticos e constitucionais da Justica.

A criagdo do Comité Nacional de Inteligéncia Artificial do Judiciario e o seu
estabelecimento enquanto 6rgdo para fiscalizacdo, auditoria e monitoramento continuo do uso,
contratagdo e desenvolvimento de IA pelos tribunais do pais, consolida o accountability vertical
quanto a essa matéria. O accountability horizontal também se faz presente quando ao Comité
Nacional de Inteligéncia Artificial do Judicidrio se institui em uma composic¢ao plural (art. 15),
ndo s6 com membros tradicionais do poder judicidrio, como juizes, desembargadores e
conselheiros, mas também com a presenga de dois representantes da OAB, dois representantes
do Ministério Publico, dois representantes da Defensoria e dois representantes da sociedade
civil, com notoério saber ou solida atuacdo profissional nas areas de inteligéncia artificial,
tecnologia da informacao, governanca de inteligéncia artificial e direitos humanos.

O accountability diagonal também se faz presente nesta dimensdao. Foéruns
independentes exercem influéncia, mesmo que indiretamente, com base na legitimidade
institucional multifacetada (legal, politica, moral e técnica). No Brasil, no contexto da discussao
do uso e impactos de tecnologias, sobre principalmente o uso de inteligéncia artificial, pode-se
identificar inimeras entidades da sociedade civil que atuam na defesa de direitos humanos nos
meios digitais'*°. Por meio de diversos meios, elas atuam como mecanismos de controle social,

complementando os sistemas tradicionais de pesos e contrapesos'>!.

130A titulo de exemplo, a Coalizagdo Direitos na Rede ¢ uma rede de entidades que retine mais de 50 organizagdes
académicas e da sociedade civil em defesa dos direitos digitais, tendo como temas principais de atuagdo: acesso,
liberdade de expressdo, protecao e dados pessoais e privacidade na internet. Tendo a IA como uma de suas frentes,
buscam debater a complexidade da regulagdo da IA no Brasil e a importancia de englobar visdes que contemplem
a particularidade dos grupos mais afetados por seu funcionamento. Pode-se destacar a sua atuagdo em audiéncias
publicas, campanhas para a sociedade, papers, envio de contribui¢des as comissdes, emissdes de notas técnicas
sobre determinados temas, dentre outras agdes. COALIZAO DIREITOS NA REDE. Inteligéncia Artificial.
Disponivel em: https://direitosnarede.org.br/inteligencia-artificial/. Acesso em: 27 maio de 2025.

151 Em 2018, o Instituto de Referéncia em Internet e Sociedade (Iris-BH) ofereceu uma representagdo ao Ministério
Publico de Minas Gerais (MPMG) buscando maior transparéncia na pratica de coleta do CPF em redes de drogarias
atuantes em Belo Horizonte e outras cidades de Minas Gerais. A a¢do resultou em uma multa de R$7,9 milhdes
contra a Drogaria Aratijo pela coleta irregular do CPF dos consumidores e por vinculares desconto de produtos ao
fornecimento de dados pessoais. Esta foi uma das primeiras a¢des significativas de prote¢do de dados no Brasil,
antes mesmo da entrada em vigor da LGPD, demonstrando a atuacio de organizac¢des da sociedade civil na defesa
de direitos dos consumidores. TEOFILO, Davi. MPMG propde medidas de adequacio da pritica de coleta do
CPF em drogarias. IRIS-BH, 3 dez. 2018.Disponivel em:https://irisbh.com.br/mpmg-propoe-medidas-de-
adequacao-da-pratica-de-coleta-do-cpf-em-drogarias/. Acesso em: 30 maio de 2025.
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Por fim, com relacdo ao accountability de produto/conteudo, isto ¢, com relagdo aos
resultados alcangados, objetivos de uma politica publica, ¢ necessario identificar alguns
aspectos. Com relacdo ao objeto uso e desenvolvimento de inteligéncia artificial no poder
judiciario, sobre o que é necessario prestar contas em relagdo ao seu conteido? E possivel
definir a partir das obrigagcdes embutidas aos tribunais, desenvolvedores e fornecedores de
solugdes de TA. Identificam-se algumas obrigagdes que podem ser divididas em categorias: (i)
Transparéncia (divulgacao de informagdes, uso de dados, explicabilidade, rastreabilidade); (ii)
Responsabilidade (atribuigdo clara, cadeia de responsabilidade, assun¢do de consequéncias);
(ii1) Auditabilidade (verificagao independente, testes de conformidade, registro e logs); e (iv)
Remedia¢do (canais de recurso para contestar decisdes automatizadas, mecanismos de
reparacao, aprendizado continuo etc.).

A partir do apresentado no capitulo anterior, sobre as obrigagdes trazidas pela Resolugao
615/2025, ¢ possivel concluir que elas estao definidas para os tribunais segundo o nivel de risco
identificado da solugdo de IA (alto ou baixo risco). Com relagdo a esse ponto, o accountability
de conteudo serd diferente para cada tipo de ator a que se prestard contas, uma vez que
determinadas informagdes podem ser necessarias para um tipo de ator e desnecessaria para
outra. Informacdes detalhadas sobre o funcionamento sobre algoritmos e o codigo-fonte de um
sistema de A pode ser necessaria para uma auditoria do CNJ, para fim de identificar potenciais
vieses que surgiram a partir da sua utilizagdo, por exemplo, mas informagdes detalhadas para o
usudrio ou cidadao afetado por esse sistema pode ser considerado ineficaz.

Portanto, ¢ necessario identificar sobre qual tema € necessario o accountability, € entao,
identificar qual o instrumento em que sera materializada essa prestagdo de contas, como e para
quem ele sera submetido. No cerne deste trabalho, dentre varios instrumentos que possam ser
utilizados para o accountability, foi escolhida para objeto de estudo a Avaliacdo de Impacto
Algoritmico (AIA), assim como este trabalho se debruga sobre quais informag¢des que deverao
conter neste instrumento para alcangar um accountability algoritmico eficaz, que permita o uso
e o desenvolvimento €tico de sistemas de [A no poder judiciario, a luz da ética e da protecao de
direitos humanos.

O proximo capitulo se concentrara na Avaliagdo de Impacto Algoritmico, suas origens,
sobre o que deve versar contetdo, considerando os aspectos de accountability trazidos neste
capitulo e uma proposta de AIA para o Poder Judiciario, a partir da Resolucao n.° 615/2025 do
CNLU.
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4 AVALIACAO DE IMPACTO ALGORITMICO (AIA): FERRAMENTA PARA
ACCOUNTABILITY EM SOLUCOES DE ALTO RISCO NO PODER JUDICIARIO
A LUZ DA PROTECAO DE DIREITOS HUMANOS

A partir da escolha de uma legislagao baseada no risco e dos debates sobre as obrigacdes
impostas aos operadores de IA, surge a necessidade de discutir os mecanismos e as ferramentas
necessarias para o gerenciamento de riscos associados a sistemas de IA, bem como garantir a
efetividade do accountability desses sistemas durante o seu desenvolvimento e uso.

Apos a definigcdo das bases do accountability no capitulo anterior, emerge, portanto, a
necessidade de identificar instrumentos necessarios para materializar essas obrigagdes, ou seja,
instrumentos de prestacdo de contas, sobre determinado objeto, destinado a certos atores
envolvidos dentro desse ecossistema. Nesse contexto, destaca-se a importancia da Avaliagao de
Impacto Algoritmico (AIA), objeto desse trabalho, que pode ser compreendido como um
instrumento de governanca que possibilita ao desenvolvedor ou aplicar da tecnologia
identificar, avaliar e reduzir os riscos ¢ efeitos de um sistema de IA sobre interesses socialmente
relevantes, com particular atencdo a potenciais externalidades negativas que esses sistemas
possam gerar aos direitos fundamentais.

A avaliacdo de Impacto Algoritmico (AIA) ¢ uma ferramenta fundamental para
preencher lacunas no uso e desenvolvimento de IA e garantir o accountability, uma vez que
identifica, mede e possibilita a intervencao quando necessaria para prevenir danos causados por
sistemas de IA. Ao mesmo tempo, esse instrumento se torna uma porta de entrada para ou

envolvimento dos cidaddos no processo de tomada de decisdo informada!>?

, a0 permitir que
comunidades ou pessoas afetadas avaliem e tomem decisdes sobre determinados sistemas de
IA, a partir dos seus impactos ja identificados, caso esses instrumentos sejam publicizados'>*.
Portanto, a AIA ¢ um importante mecanismos de accountability em um sistema de
avaliacdo de riscos de sistemas de IA e que devem, necessariamente, considerar a existéncia de
riscos inaceitdveis, caso contrario, os processos regulatorios que nelas se apoiem podem
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legitimar praticas violadoras de direitos humanos™>”. As avaliagdes de impacto sdo importantes

152COSTA, Luiz. Privacy and the precautionary principle. Computer Law & Security Review, [s. 1], v. 28, n. 1,
p- 14-24, fev. 2012. Disponivel em:
https://www.sciencedirect.com/science/article/abs/pii/S0267364911001804?via%3Dihu b. Acesso em: 2 jul.
2025.

I33A1 NOW INSTITUTE. AI Now Report 2018. New York, 2018. 63p. Disponivel em:
https://ec.europa.eu/futurium/en/system/files/ged/ai now 2018 report.pdf. Acesso em: 2 jul. 2025.
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para o accountability, pois concretizam praticas que remetem a responsabilizagdo com ética, a
obrigacio, a busca por transparéncia e a prestagio de contas.'>

O desenvolvimento da AIA esta relacionado ao entendimento de caracteristicas, limites
e capacidades de determinado sistema de IA, assim como a confianca entre as partes
interessadas e ao registro de aspectos do funcionamento do sistema para fins de accountability.
Além disso, a AIA visa analisar como sistemas de A impactam pessoas e grupos afetados,
identificando possiveis riscos, desenvolvendo estratégias mitigatorias e estabelecendo
mecanismos para monitoramento e avaliagdo continuos.

A experiéncia internacional demonstra a importancia de estruturas robustas de avalia¢ao
de impacto. O modelo canadense de AIA, implementado desde 2019 como ferramenta
obrigatoria, estabeleceu um precedente global ao criar um sistema estruturado com 106 questdes
(65 derisco e 41 de mitigacao) que determinam niveis de impacto escalonados. Esta abordagem
sistematica, que classifica os sistemas em quatro niveis de impacto (de pouco/nenhum impacto
até¢ impacto muito alto), oferece um framework testado que pode informar o desenvolvimento
de metodologias similares no contexto judicidrio brasileiro.

Nesse sentido, € necessario compreender as bases conceituais da AIA, ou seja, entender
suas origens, como juridicamente ela ¢ conceituada e conceitos-chave associados a ela. A partir
disso, este capitulo busca entender sua efetividade como instrumento de accountability a partir
da promocdo e protecdo dos direitos humanos no poder judicidrio em um ecossistema de
governanca de IA, ou seja, identificar questdes procedimentais tais como quais os tipos de
aplicacdes devem ser analisadas, o conteudo que deve constar na avaliagdo, quem e em quais
etapas devem-se conduzir uma AIA no contexto do Poder Judiciario, avaliar a participagdo de
terceiros externos € como pode ser feita a publicagcdo de seus resultados, tendo como lente a
Resolugdo n.° 615/2025. Por fim, propde-se a AIA como um importante instrumento de
governanga para o uso e desenvolvimento ético de IA de alto risco no poder judicidrio, como
garantia do principio do accountability, identificando etapas para serem seguidas pelos
Tribunais e um modelo que possa ser utilizado para cumprimento da obrigagdo para os sistemas

de IA de alto risco.

https://www.researchgate.net/publication/373951921. Acesso em: 2 jul. 2025.
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Paulo, SP: Revista dos Tribunais, 2019.
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4.1 AVALIACAO DE IMPACTO ALGORITMICO: ORIGENS, BASES TEORICAS E
CONCEITO

As avaliagdes de impacto se inserem em uma logica de precaucdo, ou seja, pela
aplicagdo do principio da precaucdo seria possivel, em tese, reconhecer as assimetrias de poder
existentes entre os sujeitos envolvidos em um processo regulatorio'>®. No entanto, apesar de
estarem presentes em estruturas regulatdrias de inteligéncia artificial, a Avaliagao de Impacto,
em sua origem, ndo € instrumento novo inaugurado por este campo para a identifica¢ao e gestao
de riscos em sistemas de inteligéncia artificial. Essa avaliagdo possui raizes em metodologias
de avaliagao de impacto desenvolvidas em outras areas, ao longo das ultimas décadas.

A avaliagdo de impacto deve verificar trés propriedades fundamentais: a robustez do
sistema, assegurando sua integridade e resisténcia a comprometimentos; a equidade, eliminando
vieses discriminatorios e avaliando consequéncias para diferentes grupos populacionais; e a
interpretabilidade, garantindo transparéncia no funcionamento para stakeholders técnicos e nao-
técnicos. .

O modelo canadense operacionaliza essas propriedades através de areas especificas de
avaliagdo. Sua estrutura divide a andlise em seis areas de risco (projeto, sistema, algoritmo,
decisdo, impacto e dados) e duas areas de mitigag@o (consultas e medidas de de-risking), cada
uma com questdes ponderadas que contribuem para uma pontuacdo final. Esta abordagem
sistemadtica permite ndo apenas identificar riscos, mas quantifica-los de forma objetiva, criando
uma base comparavel para diferentes sistemas e contextos de aplicagdo.

Nos anos 70, a partir de preocupagdes publicas com o meio ambiente, que se
desenvolveu em meio ao aumento da industrializagcdo, crescimento urbano e suburbano e
poluicdo nos EUA, surgiram as avaliacdes de impacto ambiental, NEPA (National
Environmental Policy Act Assessment)'>®. Essa avaliacio surgiu estabeleceu um modelo de
analise sistematica de projetos nos ecossistemas sociais e naturais que influenciaram o
desenvolvimento de ferramentas modernas de accountability. Essa pratica dizia respeito a uma

avaliagdo conduzida na drea ambiental, semelhante a Avaliagdo de Impacto Ambiental presente

156BIONI, Bruno; LUCIANO, Maria. O principio da precaucdo da regulagdo da inteligéncia artificial: seriam as
leis de protecio de dados o seu portal de entrada? In: FRAZAO, Ana; MULHOLLAND, Caitlin (org.). Inteligéncia
Artificial e Direito. Sdo Paulo: Thomson Reuters Brasil, 2019. p. 207-232.

ISTKOSHIYAMA, Adriano; ENGIN, Zeynep. Algorithmic Impact Assessment: Fairness, Robustness and
Explainability in Automated Decision-Making. Data for Policy 2019: Digital Trust and Personal Data. Londres:
Data for Policy, 2019. Disponivel em: https://zenodo.org/record/3361708#. YnCBUtrMKiM Acesso em: 2 jul.
2025.

ISSUNITED STATES ENVIRONMENTAL PROTECTION AGENCY (EPA). What is the National
Environmental Policy Act? April 11, 2025. Disponivel em:https://www.epa.gov/nepa/what-national-
environmental-policy-act . Acesso em: 2 jul. 2025.
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na legislagdo brasileira estabelecida na Politica Nacional do Meio Ambiente - Lei n.° 6.938, de
31 de agosto de 1981). Mais tarde, a Constituicdo Federal de 1988 institucionalizou
definitivamente a avaliagdo de impacto ambiental por meio do art. 225, §1°, inciso IV, que
obriga o Poder Publico a exigir estudos prévios de impacto antes do inicio de qualquer obra ou
atividade que possa provocar significativa degradagdo ambiental.

Essa pratica inspirou avaliagdes de impacto social e avaliagdes de impacto em direitos
humanos (Human Rights Impacment Assessment - HRIA) no contexto de politicas de

desenvolvimento'>®

. O HRIA ¢ um processo para identificar, prever e responder aos potenciais
impactos de direitos humanos de determinada operagdo empresarial, projeto, politica
governamental ou acordo comercial. Ele emergiu como uma resposta as crescentes
preocupagdes sobre os impactos de direitos humanos das atividades empresariais'°.

Diante dos exemplos, ¢ possivel identificar que as avaliagdes de impacto sao
instrumentos para balancear impactos frente a determinadas agdes realizadas por certos atores.
Um ponto importante a ressaltar € que a palavra ‘impacto’ pode possuir significados e pesos
diferentes a partir do contexto em que ela estd inserida: “impacto” ndo € algo claro e evidente.
O termo "impacto" denota uma relagao causal na qual uma agao realizada por um ente gera uma

161 "mas o processo de identificacao,

mudanga no mundo, afetando algum aspecto do ambiente
medi¢do e contabilizagdo desses impactos ¢ intrinsecamente marcado por dinamicas de poder e
carece de neutralidade. A defini¢do do que constitui um "impacto" passivel de andlise em uma
Avaliagao de Impacto de IA (AIA) ¢ influenciada pelo poder social, econdmico e politico, uma
vez que os impactos a serem avaliados sdo determinados por decisdes sobre a inclusao ou
exclusdo de determinados efeitos para avaliagdo.

Assim, a noc¢ao de "impacto" em uma AIA nao ¢ apenas uma medida objetiva e neutra,
mas representa um exercicio de atribui¢do de valor e importancia a determinados resultados e
consequéncias, cujas decisdes sobre quais impactos serdo considerados relevantes sao

influenciadas pelas estruturas sociais, tornando o processo fundamentalmente subjetivo e

politizado.

ISDANISH INSTITUTE FOR HUMAN RIGHTS (DIHR). Introduction to human rights impact assessment.
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91

Com relagdo aos instrumentos de avaliacdes de impacto na area da tecnologia,
destacam-se dois instrumentos: as Avaliagdes de Impacto em Privacidade (Privacy Impact
Assessments - PIA) e, no ambito da protecao de dados, as Avaliagdes de Impacto em Protegdo
de Dados (AIPD, exigidas pelas legislacdes de protecio de dados'®?). Essas avaliagdes
concentram-se, principalmente, em seguranga dos dados e na protecao de dados pessoais, no
entanto, elas ndo capturam plenamente as implicagdes sociais mais amplas dos sistemas
algoritmicos'®,

A LGPD, no Brasil, determina a obrigatoriedade da elaboragao de um Relatério de
Impacto A Protecdo de Dados Pessoais (RIPD) em todo o contexto em que as operagdes de
tratamento de dados pessoais possam gerar alto risco a garantia dos principios gerais de
protecdo de dados pessoais previstos na LGPD e as liberdades civis e aos direitos fundamentais
do titular de dados. Essa documentagdo do controlador deve conter a descricao dos processos
de tratamento de dados pessoais, bem como medidas, salvaguardas e mecanismos de mitigagao
de risco'®. Com relaciio a esse instrumento, a ANPD elaborou orientagdes especificas para a
elabora¢do de um RIPD pelas organiza¢des, tornando publicos possiveis questionamentos,
como, por exemplo, a publicidade do RIPD. Ela esclarece que a versao publica pode ser
diferente da versao interna, para resguardar segredos comerciais e industriais. No entanto, para
entidades e orgaos publicos, o RIPD deve ser publicado em dois cendrios: quando a propria
ANPD determinar a sua publicagdo, por meio do art. 32 da LGPD, ou pelo proprio controlador,
quando ndo se identificar hipdtese de sigilo, segundo a lei n.° 12.527, de 18 de novembro de
2011.

No cenario de desenvolvimento da Inteligéncia Artificial, surgiu a necessidade de ir
além dos dados pessoais e considerar aspectos éticos, coletivos e de protecdo aos direitos

fundamentais na andlise de impacto. Assim, surgiram diversos modelos de avaliagdo de

1©2No TIMG, a Resolugdo 1.075/2024, a qual regulamenta o Programa de Protegdo de Dados Pessoais, consolida
as medidas de governanga de dados pessoais na Instituicdo, determina a realizagdo de Avaliacdo de Impacto a
Protegdo de Dados (AIPD) a todo projeto, iniciativa ou contratagdo que for considerado de alto risco. TRIBUNAL
DE JUSTICA DO ESTADO DE MINAS GERALIS. Resolucio n° 1.075, de 18 de julho de 2024. Regulamenta
0 Programa de Protecio de Dados Pessoais — PPDP no Ambito do Tribunal de Justica do Estado de Minas
Gerais. Diario do Judiciario Eletronico, Belo Horizonte, ano XVII, n°® 133, 18 jul. 2024. Disponivel
em:https://rede.tjmg.jus.br/data/files/D5/05/99/2B/57BC0910E96267092D28CCAS8/Resolucao%201.075%2020
24%20LGPD.pdf. Acesso em 2 jul. 2025.
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)63 ampliando a

impacto, como PESIA (Privacy, Ethical, and Social Impact Assessment
abordagem do PIA. Apesar de incluir outras questdes €ticas e sociais e coletivas, esse modelo
ainda era ligado a protecdo de dados. Assim, surgiu o conceito de HRESIA (Human Rights,
Ethical and Social Impact Assessment), que surgiu a partir de debates sobre direitos
fundamentais, integrando essas consideragdes as dimensdes éticas e sociais do impacto
algoritmico'®.

Ainda que o uso de dados pessoais seja essencial para o funcionamento de diversos
sistemas de IA, e muitas informagdes possam ser extraidas desses documentos, como
parametros de seguranca, qualidade e governanga de dados pessoais, a AIA ¢ um instrumento
que verifique outros aspectos da [A. Dentro de informagdes que possam ser extraidas, uma AIA
pode incluir, entre outras avaliagdes, a verificagdo da capacidade do sistema de capturar e
interpretar adequadamente as relagdes presentes nos dados de treinamento para gerar resultados
precisos e imparciais, bem como sua resisténcia a ataques adversarios e alteragcdes imprevistas
no ambiente operacional que possam comprometer sua seguranca. Além disso, ¢ importante
destacar que o crescente uso de sistemas de IA destaca que as consequéncias do tratamento de
dados ndo se limitam mais apenas as questoes de privacidade e protecao de dados, incluem
também diversos outros direitos humanos'®’.

Diante do avango tecnoldgico e do crescente uso de tecnologias e dados, as avaliagdes
de impacto algoritmos emergem visando a criacdo de uma metodologia de avaliagdo de impacto
que pudesse analisar e assegurar a prestacdo de contas das aplicagdes algoritmicas. Um estudo
publicado em 2018, pela Al NOW, se consolida como uma das primeiras produgdes para o tema
na inteligéncia artificial %,

Segundo essa pesquisa, um dos principais elementos da avaliagdo de impacto

algoritmico apresentado se baseia no dever das agéncias publicas de avaliarem os potenciais
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impactos das aplicagdes algoritmicas no que se refere a equidade, justica, enviesamento e
devido processo legal a comunidades afetadas. O objetivo consolidado neste documento e

observado em outras propostas, como feita pelo Canada'®’

, € oferecer diretrizes para avaliacao,
documentagio e prestagio de contas de determinados sistemas de IA!7°.

A ferramenta canadense de AIA representa um exemplo concreto dessa evolugdo
metodolégica. Desenvolvida através de consultas extensivas com stakeholders internos e
externos, academia e sociedade civil, a AIA canadense foi construida de forma aberta e
transparente, sendo disponibilizada sob licenca aberta para reutilizacao global. Esta abordagem
colaborativa resultou em um instrumento que nao apenas avalia riscos técnicos, mas também
incorpora consideragdes sobre vulnerabilidade de clientes, reversibilidade de decisdes e areas
de impacto que incluem direitos, privacidade, autonomia, saude, interesses econdmicos e
sustentabilidade ambiental.

Nesse sentido, as avaliagdes de impacto algoritmos possuem por finalidade viabilizar a
identificacdo e o estabelecimento de salvaguardas capazes de mitigar os riscos inerentes ao
desenvolvimento ou & operacao desses sistemas de IA, favorecendo a consolidagdo de uma

inteligéncia artificial responsavel e protetiva de direitos'”!

. A avaliacdo de impacto visa prevenir
que a utilizagdo precoce de algoritmos ocasione efeitos indesejaveis, tais como imprecisdo nos
resultados, ineficicia operacional ou violagdes de direitos fundamentais'”?.

Portanto, baseando-se no conceito de accountability apresentado no capitulo anterior,
as avaliacdes de impacto transcendem sua fun¢ao de mero registro operacional e implementacao
de medidas corretivas, configurando-se como mecanismos de transparéncia e fiscalizagdo
social. O modelo regulatorio fundamentado na gestao de riscos de sistemas de IA incorpora
deveres de prestacdo de contas e comprovagdo de conformidade, materializados mediante

documentagdo técnica, processos internos e procedimentos que integram uma estrutura de

governanga abrangente.
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Essa abordagem deve fundamentar-se em praticas transparentes que viabilizem o
controle social e o escrutinio publico sobre o desenvolvimento e a implementacao de sistemas
de inteligéncia artificial. Para que a transparéncia se concretize de maneira efetiva, riscos
classificados como inaceitaveis - tais como aqueles relacionados ao racismo algoritmico ou a
exploracao econdmica de menores - devem ser prontamente eliminados de qualquer iniciativa.

A elaboragdo de um sistema eficaz e substantivo de avaliacdo de impacto em direitos
humanos ndo se limita apenas a rotinas e procedimentos, mas exige fundamentalmente a

173 Do contrario, os instrumentos

vedagao de praticas e atividades consideradas inadmissiveis
que constituem a estrutura de governanga de sistemas de inteligéncia artificial podem acabar
legitimando praticas violadoras de direitos humanos, permitindo a aceitacdo de riscos
considerados intoleraveis.

Consolidado o entendimento sobre o que ¢ Avaliagdo de Impacto Algoritmo, ¢
necessario trazer como a Resolugdo 615/2025 abordou a AIA, para, a partir disso, busca

identificar certas questdes procedimentais quanto a este instrumento e propor um modelo de

governanga para o uso deste instrumento no Poder Judiciario.

4.2 AIA: QUESTOES PROCEDIMENTAIS E ANALISE A PARTIR DA RESOLUCAO
615/2025 DO CNJ

Consolidada as bases do que ¢ AIA, passa-se a identificacdo de pontos cruciais para o
seu desenvolvimento na promocao e protecdo de direitos humanos no poder judiciario. Ja ¢
consolidado que a conducdo de uma AIA, como instrumento de governancga, permite manter a
transparéncia e confianca dos usudrios nos sistemas de IA!’*. No entanto, algumas questdes
procedimentais quanto ao seu uso se fazem necessaria para garantir sua efetividade no meio

juridico, tais como: quais os tipos de aplicagdes que devem ser analisadas na AIA? Qual o

INEGRI, Sérgio Marcos Carvalho de Avila; MACHADO, Joana de Souza; FIORINI RAMOS GIOVANINI,
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conteudo integrante da avaliagao? Quais sdo as etapas de condugdo de uma AIA no Poder
Judiciario? Havera publicizagcdo da ATA?

Em primeiro lugar, a Resolugdo n® 615/2025 sera uma lente pela qual sera observada
todas as questdes procedimentais apresentadas. Portanto, em primeiro lugar, cabe compreender

o que ¢ definida como AIA.:

Art. 4°, XI — avaliacdo de impacto algoritmico: analise continua dos impactos de um
sistema de IA sobre os direitos fundamentais, com a identificagdo de medidas
preventivas, mitigadoras de danos e de maximizagdo dos impactos positivos, sem a
violagdo da propriedade industrial e intelectual da solucdo de IA utilizada;

Nota-se que a definicdo do CNJ se alinha com a abordagem canadense, que também
enfatiza a natureza continua da avaliacdo. No modelo canadense, isso se materializa através de
requisitos especificos de revisao periddica e atualizacdo das AIAs, especialmente quando ha
mudancas na funcionalidade ou escopo do sistema. A diretiva canadense estabelece que as AIAs
devem ser revisadas em base programada e sempre que houver modificagdes substanciais,
garantindo que a avaliagdo permaneca relevante ao longo de todo o ciclo de vida do sistema.

A partir dessa defini¢do, é possivel identificar algumas questdes procedimentais sobre

esse instrumento, apresentadas nos topicos abaixo.

4.2.1 Sistemas de IA submetidos 2a uma AIA

Como ja apresentado neste trabalho, a defini¢do de que ¢ um sistema de baixo, médio
ou alto risco em um sistema de IA influencia muitos fatores e traz diversos desdobramentos
para os desenvolvedores ou aplicadores daquele sistema. Guiada pela nogdo de risco, a
Resolugdo n.° 615/2025 identificou trés riscos: excessivos, baixo e alto.

,Por ser uma legislacao human-based, o escopo da AIA ¢ direcionado para a avaliagdo
de impacto sobre os direitos humanos, conforme sua defini¢do no art. 4°, XI. Enquanto o modelo
canadense determina que todos os sistemas de decisdo automatizada passem por uma avaliagao
inicial de impacto algoritmico!”®, por outro lado, foi definido, portanto, que a condugio da AIA
no poder judiciario apenas devera ser realizada diante o desenvolvimento ou contratagdo de
sistemas de IA classificado como alto risco (art. 14, caput), uma vez que estas solu¢des deverao

ser submetidas a processos regulares de auditoria e monitoramento continuo para supervisionar

17 CANADA. Treasury Board of Canada Secretariat. Algorithmic Impact Assessment tool. Ottawa: Government
of Canada, [2025]. Disponivel em: <https://www.canada.ca/en/government/system/digital-government/digital-
government-innovations/responsible-use-ai/algorithmic-impact-assessment.html>. Acesso em: 16 ago. 2025.
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seu uso e mitigar potenciais riscos aos direitos fundamentais, a privacidade e a justica (art. 11,
§1°).

O modelo canadense oferece uma perspectiva complementar sobre esta questdo.
Embora também baseado em risco, o sistema canadense nao pré-determina quais sistemas sao
de alto risco, mas utiliza a propria ferramenta de AIA para determinar o nivel de impacto através
de um processo de pontuagdo. Todos os sistemas de decisdo automatizada devem passar pela
avaliacdo inicial, e o resultado determina o nivel de impacto (I a IV) e os requisitos
correspondentes. Esta abordagem universal garante que nenhum sistema escape da avaliagao
inicial, mesmo que posteriormente seja classificado como de baixo impacto.

Assim, a AIA integra a parte da governanca destinada a auditoria € monitoramento
continuo do uso de sistemas de A, a fim de que supervisione e mitigue potenciais riscos a
direitos fundamentais. Deste modo, diferentemente do modelo canadense, a legislagao
brasileira determinou que apenas os sistemas de IA de alto risco serdo objeto de conducao de
uma AlA.

Apesar de os sistemas de IA classificados como alto risco estarem definidos no Anexo
da Resolucdo, hd determinagdo de que a categorizagdo sera revista anualmente pelo Comité
Nacional de Inteligéncia Artificial do Judiciario, conforme disposto no art. 11, §2°. Nesse
sentido, propde-se que o Comité adote, nesta revisdo anual, o requisito duplo para realizacdo de
uma AIA, conforme proposto e apresentado pelo LAPIN!®. O requisito duplo propde que a
defini¢do do alto risco compreenda o que o risco de um sistema de IA represente para os direitos
humanos e seus efeitos adversos que podem causar, mas também inclua uma reflexao dos
sistemas a partir do didlogo, reflexdo e analise quantitativa das informag¢des associadas a IA,
em seu caso concreto, levando a sua utilizagdo no contexto da Justica e da populagdo e
sociedade brasileira. Assim, o Comité Nacional de Inteligéncia Artificial do Judiciario sera
capaz, com didlogo com os Comités internos de Inteligéncia Artificial, se manter atualizado
sobre as técnicas utilizadas, as finalidades para as quais os sistemas de IA estdo sendo
desenvolvidos e como eles estdo sendo implementados e utilizados no ambito da Justica. Esse
didlogo ¢ essencial para manter a norma atualizada com a realidade da técnica e a realidade

social da atividade fim da justiga.

I7LEMOS, Alessandra; BUARQUE, Gabriela; SOARES, Ingrid; MULIN, Victor; CHIAVONE, Tayrone.
Avaliacio de Impacto Algoritmico para a protecio dos direitos fundamentais. Relatorio. Brasilia: Laboratorio
de Politicas Publicas e Internet, 2023. Disponivel em: https://lapin.org.br/wp-
content/uploads/2023/04/RelatorioAIA.pdf. Acesso em: 2 jul. 2025
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4.2.2 Atores envolvidos na AIA

O desenvolvimento de um sistema de IA envolve diversos atores que desempenham
papel ativo em todo o ciclo de vida desse sistema, incluindo organizagdes e individuos, que
operam ou implementam esse sistema. A identificagdo desses atores impacta diretamente em
diversos aspectos: seja nas obrigagdes para cada agente e até mesmo no regime de
responsabilidade civil.

No modelo do Canadé, ¢ demonstrada a importancia da abordagem multidisciplinar na
conducao da AIA. O governo canadense enfatiza que a AIA deve ser completada por uma
equipe multidisciplinar que inclua expertise em servigos aos clientes, processos de negocio,
dados e decisdes de design de sistema. Especificamente, a diretiva canadense requer consultas
obrigatorias com: (1) escritdrios para questdes de privacidade, (2) servigos juridicos desde o

estagio conceitual, (3) especialistas para questdes de diversidade e inclusdo, e (4) o Treasury

Board of Canada Secretariat para orientagio sobre a ferramenta e conformidade'”’.

Ja a Resolugdo 615/2025, identifica os seguintes atores: desenvolvedor de sistema de
inteligéncia artificial, usuario, usuario interno e externo, distribuidor ¢ Comité Nacional de

Inteligéncia Artificial. O art. 4° da resolucio!’8, os definem, respectivamente, como:

“IV — desenvolvedor de sistema de inteligéncia artificial: pessoa natural ou juridica,
de natureza publica ou privada, que desenvolva ou comissione um sistema de
inteligéncia artificial, com a finalidade de coloca-lo no mercado ou aplica-lo em
servigo fornecido, sob seu proprio nome ou marca, a titulo oneroso ou gratuito;

V — usudrio: pessoa que utiliza o sistema de IA e exerce controle sobre suas
funcionalidades, podendo tal controle ser regulado ou limitado conforme seja externo
ou interno ao Poder Judiciario;

VI — usudrio interno: membro, servidor ou colaborador do Poder Judiciario que
desenvolva ou utilize o sistema inteligente, podendo ser enquadrado em diferentes
perfis conforme o cargo e area de atuagao;

VII — usudrio externo: pessoa externa ao Poder Judicidrio, que interage diretamente
com o sistema de IA do Judiciario, incluindo advogados, defensores publicos,
procuradores, membros do Ministério Publico, peritos, assistentes técnicos e
jurisdicionados em geral;

VIII — distribuidor: pessoa natural ou juridica, de natureza publica ou privada, que
disponibiliza e distribui sistema de IA para que terceiro o opere a titulo oneroso ou
gratuito;

[...]

XII — Comité Nacional de Inteligéncia Artificial do Judiciario: comité com
composi¢ao plural que tem por finalidade auxiliar o CNJ na implementagdo, no

177 CANADA. Treasury Board of Canada Secretariat. Guide on the Scope of the Directive on Automated
Decision-Making. Ottawa: Government of Canada, 2024. ISBN: 978-0-660-72712-7. Disponivel em:
<https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-
use-ai/guide-scope-directive-automated-decision-making.html>. Acesso em: 16 ago. 2025.

178 CONSELHO NACIONAL DE JUSTICA. Resolug¢iio n® 615, de 11 de margo de 2025. Estabelece diretrizes
para o desenvolvimento, utilizagdo e governanga de solu¢des desenvolvidas com recursos de inteligéncia artificial
no Poder Judiciario. Diario de Justica Eletronico do CNIJ, Brasilia, DF, 11 mar. 2025. Disponivel em:
https://atos.cnj.jus.br/files/original1555302025031467d4517244566.pdf. Acesso em: 2 jul. 2025.
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cumprimento e na supervisao da aplicagdo desta Resolug@o, sempre mediante didlogo
com os tribunais e a sociedade civil;”

Pelo fato de a cadeia de utilizacdo e desenvolvimento de sistemas de IA serem
extremamente complexos, ¢ possivel que o desenvolvedor, distribuidor e operador do sistema
de IA possa figurar na mesma pessoa/organiza¢dao. No contexto do Judicidrio, € possivel que
cada esses papéis se concentrem em cada Tribunal, uma vez que eles podem contratar sistemas
de IA desenvolvidos por terceiros ou desenvolver internamente.

No campo internacional, a OCDE identificou quatro atores principais!”®. O primeiro é
o desenvolvedor, a pessoa fisica ou juridica incumbida do desenvolvimento do sistema de IA.
Considera-se desenvolvimento ndo s6 a implementagdo do algoritmo de aprendizagem que
constituira a base do sistema de IA, mas também a curadoria dos dados de treinamento e a
subsequente geracao e/ou treinamento do modelo. Esse ator aproxima-se com a primeira parte
do conceito de desenvolvedor de sistema de IA definido pelo art. 4°, IX da Resolugdo do CNJ.
No entanto, a defini¢do sobre o que se considera desenvolvimento de um sistema de A nao ¢é
definida pela norma do Poder Judiciario.

O segundo ator pela definicdo da OCDE ¢ o fornecedor, cuja definicdo pelo o6rgao
internacional pode ser entendida como pessoa fisica ou juridica, de carater publico ou privado,
responsavel pela disponibilizacdo de sistema de IA para utilizag@o por terceiros, seja mediante
sua inser¢ao no mercado nacional ou por meio de sua aplicagdo em servigo prestado pela propria
entidade, com ou sem contrapartida financeira. Essa definicdo se aproxima da definida de
distribuidor trazida pelo art. 4°, VIII da Resolugdo 615/2025 do CNJ.

Por sua vez, o terceiro ator ¢ o operador de sistema de IA, definido pela OCDE como
pessoa fisica ou juridica responsavel pela implementacao e operagdo de um sistema de IA para
atingir um determinado objetivo. No ambito da Resolugcdo 615/2025, por ser uma norma
setorial, os operadores de sistemas de IA sdo incorporados na figura dos Tribunais que
desenvolverem e utilizarem as solugdes de inteligéncia artificial. No entanto, a resolucao
estabelece uma classificacdo tripartite dos usuarios de sistemas de inteligéncia artificial no
ambito judiciario.

O conceito geral de "usudrio" abrange qualquer pessoa que utilize o sistema de 1A e
exerg¢a controle sobre suas funcionalidades, sendo esse controle variavel conforme a posi¢ao do
individuo em relagdo ao Poder Judicidrio. Esta categoria ampla se subdivide em duas

modalidades especificas: os "usuarios internos", que compreendem membros, servidores e

1% OECD. OECD framework for the classification of AI systems. OECD Digital Economy Papers. n. 323,
Fevereiro, 2022. Disponivel em: https://oecd.ai/en/classification. Acesso em: 11 mai. 2025.
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colaboradores do proprio Poder Judiciario envolvidos no desenvolvimento ou utilizagdo do
sistema inteligente, podendo ser categorizados em diferentes perfis de acordo com seu cargo e
area de atuacdo; e os "usudrios externos", que englobam todas as pessoas externas a estrutura
judicidria que interagem diretamente com os sistemas de IA do Judicidrio, incluindo
profissionais do direito como advogados, defensores publicos, procuradores ¢ membros do
Ministério Publico, além de peritos, assistentes técnicos e os jurisdicionados de forma geral.
Essa diferenciagdo permite estabelecer niveis distintos de acesso, responsabilidades e
limitagdes operacionais adequados a cada categoria de usuario.

A ultima categoria de usuarios (usudrios externos), apresentada pela Resolugdo, se
correlaciona com o quarto ator identificado pela OCDE, o de sujeito afetado, que se traduz pela
pessoa fisica que ¢ direta ou indiretamente sujeita, ou impactada pela decisdo de um sistema de
IA.

Em suma, a partir do quadro abaixo, pode-se fazer uma comparagdo entre os atores

identificados pela OCDE e os atores identificados a partir da Resolugao 615/2025 do CNJ.

Quadro 3 — Atores em um sistema de [A: comparagao entre classificagdo OCDE e

Resolugao n.° 615 do CNJ

Atores em um sistema de IA

Atores OCDE Defini¢io OCDE Correspondente
Resoluc¢ao n.° 615

CNJ

Observacoes

Desenvolvedor

Pessoa fisica ou
juridica incumbida
do desenvolvimento
do sistema de A
(implementagdo do
algoritmo, curadoria
de dados,
geracao/treinamento
do modelo)

Desenvolvedor de
sistema de [A (Art.
4° 1X)

CNJ nao define
especificamente o
que constitui
"desenvolvimento"

Fornecedor

Pessoa fisica ou
juridica responsavel
pela disponibilizagao
de sistema de 1A
para terceiros
(mercado nacional
Ou Servigos proprios,
com ou sem

Distribuidor (Art. 4°,
VII)

Definigdes se
aproximam
conceitualmente
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contrapartida)

Operador de sistema
de IA

Pessoa fisica ou
juridica responsavel
pela implementagao

Tribunais + Usuarios
Internos

CNI incorpora
operadores na figura
dos Tribunais e cria

e operacao de um
sistema de IA para
atingir objetivo
especifico

subcategorias de
usuarios

Pessoa fisica direta Usuarios Externos
ou indiretamente
sujeita ou impactada
pela decisdo de um

sistema de [A

Fonte: Elaborado pelo autor (2025).

Sujeito afetado Correlagao parcial -
usuarios externos
incluem tanto
profissionais quanto

pessoas afetadas

A identificacdo dos atores em um sistema de IA se faz necessario pela identificacao de
quem (qual ator) realizara a conducao de uma AIA em qual etapa do ciclo de vida de um sistema
de IA (quando).

No caso do Poder Judiciario, o art. 14 da Resolug@o n® 615/2025 determina que a AIA
devera ser promovida pelo tribunal que desenvolver ou contratar o sistema de IA, mas deixa a
critério dos tribunais quem, em sua organizacao interna, devera ser o responsavel pela conducao
dos trabalhos. A titulo de exemplo, o0 TIMG, por meio da Portaria Conjuntan.® 1612/PR/2024!%0
instituiu o Comité de Inteligéncia Artificial e definiu algumas diretrizes para a priorizacao e o
desenvolvimento de funcionalidades ou solu¢des que utilizem Inteligéncia Artificial no ambito
do Tribunal de Justica do Estado de Minas Gerais. Logicamente, pela correlagdo com a matéria,
este Comité devera ser o responsavel pela conducao de AIA nos projetos que envolvem sistemas
de inteligéncia artificial.

No entanto, a Resolugdo nao identifica quando essa avaliagao devera ser feita, apenas
informa que essa avalia¢@o consiste em um processo continuo, que seguira as diretrizes técnicas
do Comité Nacional de Inteligéncia Artificial do Judiciario, incluindo auditorias regulares,
monitoramento continuo, revisoes periodicas € implementagdo de corregoes quando
necessario. Percebe-se, portanto, que a Resolucao deixa em abstrato alguns pontos relevantes

sobre a AIA, o quando ela devera ser conduzida. Para trazer e promover possiveis

13BRASIL. Portaria Conjunta n° 1612/PR, de 6 de novembro de 2024. Institui o Comité de Inteligéncia
Artificial e define diretrizes para priorizagdo e desenvolvimento de solugdes com IA no ambito do TIMG. Diario
de Justica Eletronico, Tribunal de Justica de Minas Gerais, Belo Horizonte, 6 nov. 2024. Disponivel em:
https://www8.tjmg.jus.br/institucional/at/pdf/pc16122024.pdf. Acesso em: 2 jul. 2025.
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esclarecimentos sobre a condugdo da AIA, passa-se a proxima questdo procedimental: quando
a avaliagdo de impacto algoritmico devera ser conduzida, isto ¢, em qual momento do ciclo de
vida da [A esse instrumento sera utilizado e como os atores apresentados e envolvidos serdo

ativos em cada momento.

4.2.3 Quando realizar a AIA em um ciclo de vida de um sistema de IA no Poder Judiciario

A fim de identificar um conjunto de fases pelas quais um sistema de ITA passa foi
desenvolvido o conceito de ciclo de vida. Esse conceito ¢ importante para garantir a
conformidade do sistema, uma vez que as legislacdes impdem obrigacdes de conformidade

8

desde a concepcdo!®! e ndo s6 na fase de colocagdo no mercado. O art. 4°, II, da Resolucio

615/2025'%2 define como ciclo de vida:
IT — ciclo de vida: série de fases que compreende a concepcdo, o planejamento, o
desenvolvimento, o treinamento, o retreinamento, a testagem, a validagdo, a
implantacdo, o monitoramento e eventuais modificacdes e adaptacdes de um sistema
de inteligéncia artificial, incluindo sua descontinuidade, que pode ocorrer em

quaisquer das etapas referidas, e o acompanhamento de seus impactos apds a
implantacdo;

Portanto, o CNJ optou pela identificacdo de 12 fases do ciclo de vida de um sistema de
IA: concepcdo, planejamento, desenvolvimento, treinamento, retreinamento, testagem,
validacdo, implementa¢ao, monitoramento, modificagdes e adaptagdes, descontinuidade e
acompanhamento de impactos ap6s a implanta¢do. No entanto, apesar de identificar as fases do
ciclo de vida na legislagdo, na pratica, dentro do desenvolvimento, uso ou contratagdes de
solugdes de IA em projetos dos tribunais, essas fases por muitas vezes sdo sobrepostas,
acontecem ao mesmo tempo. Além disso, se nao houver a indicac¢ao legal em qual momento
devera ser realizada a AIA, a auséncia de tal determinacao pode acarretar desconformidade dos
tribunais na conducao de AIA e no cumprimento legal, resultando em auséncia de avaliagdes
no ciclo de vida, e no accountability no que tange ao uso e desenvolvimento ético de IA nos

tribunais brasileiros.

1810s mecanismos de privacy by design, por exemplo, sdo obrigagdes impostas que deverdo ser adotadas para que
os sistemas preservem a privacidade e prote¢ao dos dados desde a concepgdo de qualquer novo projeto ou servigo
de A durante todo o seu ciclo de vida, inclusive na anonimizagao e encriptagdo de dados sigilosos. (Art. 4°, XV,
Resolugdo CNJ).

182CONSELHO NACIONAL DE JUSTICA. Resolucdo n° 615, de 11 de marco de 2025. Estabelece diretrizes
para o desenvolvimento, utilizagdo e governanga de solu¢des desenvolvidas com recursos de inteligéncia artificial
no Poder Judiciario. Diario de Justica Eletronico do CNIJ, Brasilia, DF, 11 mar. 2025. Disponivel em:
https://atos.cnj.jus.br/files/original 1555302025031467d4517244566.pdf. Acesso em: 2 jul. 2025.
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Assim, a fim de propor solugdes para esse problema identificado, foi levantado um
estudo sobre AIA, a partir da Ferramenta de Avaliacdo de Impacto Algoritmico (AIA)

desenvolvida e publicada pelo Governo do Canada!'®?

, 0 qual identificou ao menos cinco
momentos em que se ¢ recomendavel realizar uma AIA, dependendo se o responsavel pelo
sistema de IA estiver no papel de desenvolvedor ou operador da tecnologia. Segundo a pratica
canadense, a AIA n3o ¢ um ato Unico, mas um processo interativo, que ¢ conduzido no design
do sistema, na implementagio e sempre que houver alteragdes significativas ',

No inicio da fase de planejamento e design de um projeto, ou seja, quando o
desenvolvedor definir pela inclusao de técnicas de IA em um determinado projeto, uma AIA
devera ser conduzida no momento do design do sistema de IA. Esse instrumento, nesta fase,
permite que os desenvolvedores incluam consideracdes sobre a técnica e sobre aspectos legais
ainda no design. Isso traz reflexos na comercializagdo, viabilidade do desenvolvimento, ao
mesmo tempo, em que reduz custos em face de possiveis alteragdes futuras no projeto. Na
realidade dos tribunais, quando for identificada a concepgdo e planejamento desses sistemas de
IA, deve ser conduzida uma AIA.

Apos finalizar o desenvolvimento do sistema de IA. A realizagdo da Avaliagdo de
Impacto Algoritmico (AIA) uma segunda vez, agora ao final da fase de desenvolvimento,
permitira que o desenvolvedor e sua equipe validem os resultados dos sistemas de IA, isto &,
verifiquem se eles refletem exatamente aquilo que foi projetado e desenvolvido, sem que tragam
efeitos negativos - planejados ou ndo - sobre direitos fundamentais. Segundo a Resolucao ¢ no
desenvolvimento, treinamento, testagem, validacdo e implementacao deverao ser ciclos de vida
do sistema de IA em que devera ser conduzida AIA.

Quando houver modificacdo substancial do sistema de IA, a AIA também devera ser
conduzida. Mesmo que o sistema tenha sido desenvolvido de forma responsavel ou mesmo que
outras avaliacdes ja tenham sido conduzidas durante o projeto, a AIA devera ser realizada
quando houver (i) uma modificacdo substancia que reflete na forma de operacao do sistema em
suas bases de dados de treinamento; (i1) mudanga/ampliacdo da finalidade original, ou seja,
quando houver ampliagao da finalidade daquele sistema de IA; e (iii) caso o sistema de IA opere
com aprendizado de maquina de forma que sua tomada de decisdo possa ser influenciada por

novos dados e informagdes ao longo do tempo. Em resumo, quando houver retreinamento,

ISTREASURY BOARD SECRETARIAT (CANADA). Algorithmic Impact Assessment tool. Atualizado em 24
jun. 2025. Disponivel em: https://www.canada.ca/en/government/system/digital-government/digital-government-
innovations/responsible-use-ai/algorithmic-impact-assessment.html. Acesso em: 2 jul. 2025

18 GERTLER, Nick. Get to Know Canada's AIA: a guide to Canada's Algorithmic Impact Assessment. [S. 1.]:
[s. n.], [2025]. Disponivel em: https://aia.guide/. Acesso em: 16 ago. 2025.
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modificagdes e adaptagdes no sistema, devera ser conduzida uma nova AlA.

Antes da aquisi¢do/utilizagdo do sistema de IA. Recomenda-se que o operador de um
sistema de IA conduza uma AIA quando, ao adquirir um sistema de A, o operacionalize a partir
da sua propria base de dados e informacgodes. Isso promovera transparéncia, garantindo ganho
reputacional perante terceiros e sujeitos afetados. No ambito do Poder Judicidrio, ainda que nao
haja recomendac¢do nesse sentido na Resolucdo, identifica-se a necessidade da realizagdo de
AIA sempre que haja contratagdo de sistemas de IA, ainda que essa medida ndo esteja explicita
na Resolucdo n° 615/2025. A conducdo deste instrumento durante essa fase promove o

accountability e prestacdo de contas perante nao s6 o0 CNJ, mas também a terceiros e as pessoas

afetadas por esses sistemas.

Por fim, durante avaliagdes periddicas. Recomenda-se que os atores realizem avaliagdes

periodicas dos sistemas de IA, em um intervalo de tempo pré-definido. Portanto, no

acompanhamento de impactos apds a implantacao, as AIA deverao ser realizadas.

De forma resumida, o quadro abaixo representa quando a AIA devera ser conduzida

pelos tribunais:

Quadro 4 — Condugao de AIA no ciclo de vida da IA no Poder Judiciario

AIA ao longo do ciclo de vida da TA

Momento de conducao da
AlIA

Fases do Ciclo de Vida
correspondente ao Art. 4°,
II da Resolucao 615 do
CNJ

Objetivo/Justificativa

Inicio do planejamento e
design

Concepgao e Planejamento

Incluir consideragdes
técnicas e legais no design;
reduzir custos de alteragdes
futuras; avaliar viabilidade
comercial

Final do desenvolvimento

Desenvolvimento,
Treinamento, Testagem,
Validagao e Implementacao

Validar se os resultados
refletem o que foi projetado;
verificar auséncia de efeitos
negativos sobre direitos
fundamentais

Modificagdes substanciais

Retreinamento,
Modificacdes e Adaptacdes

Avaliar impactos de: (1)
mudangas na operagao/bases
de dados; (i1) ampliacdo da
finalidade; (ii1) sistemas com
aprendizado continuo
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Aquisi¢ao/Utilizagao Implantagdo (quando ha Promover transparéncia e
contratacao) accountability; realizar due
dilligence; garantir ganho
reputacional
Avaliagoes Periodicas Acompanhamento de Monitoramento continuo em
impactos apos a implantacdo | intervalos pré-definidos;
prestagao de contas continua

Fonte: Elaborado pelo autor (2025).

4.2.4. Envolvimento de terceiros e Publicacao do Resultado

Superada necessidade de que a realizacdo da AIA seja conduzida a partir do ponto de
vista de profissionais de diversas areas, como tecnologia da informagdo, sociologia, ética e
juridica, uma vez que possam identificar os riscos a partir de uma perspectiva multidisciplinar,
¢ discutida a participagdo de terceiros neste processo. Um ponto trazido pela Resolugdo n.° 615
¢ que a elaboragdo da AIA deve, sempre que possivel, incluir participacdo publica, mesmo que
simplificada, com representantes da OAB, Ministério Publico e Defensoria Publica tendo
acesso aos relatorios (Art. 14, §2°).

O envolvimento de pessoas e organizagdes externas aos tribunais dependera da
amplitude, da finalidade ou do risco associado ao desenvolvimento, ou operacao do sistema de
IA, ou seja, em como esses sistemas afetem significativamente a sociedade, grupos especificos,
avaliando o grau de sua vulnerabilidade social no contexto judicial. A permissdo de que
sociedade civil, OAB, Ministério Publico e Defensoria Publica tenham acesso e se manifestem,
demonstra transparéncia e responsabilidade social.

Essa participagdo pode ocorrer por meio de convites para reunides, foruns internos,
pareceres e notas técnicas ou meios que permitam o debate de ideias e pontos de vista diferentes
que impactardo a justica e a prestacdo jurisdicional. Cabe lembrar que todos esses atores
também fazem parte do Poder Judiciario. No entanto, essa participacdo devera ser avaliada
considerando a compatibilidade e a proporcionalidade com as decisdes a serem tomadas pelo
Tribunal, as estruturas no processo decisorio e o impacto dessa tecnologia. Cabera ao Comité
Nacional de Inteligéncia Artificial do Poder Judicidrios ilustrar situagcdes em que podera
acontecer essa participagdo nas AIA, bem como sugerir a participagdo em casos concretos de
solucdes de Inteligéncia Artificial desenvolvidas e utilizadas pelos Tribunais, quando as AIA

forem submetidas a Plataforma Sinapses e avaliadas pelo Comité.
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Com relagao a sua publicidade, a Resolugdo determina que os resultados da avaliagao
de impacto, incluindo eventuais agdes corretivas, serdo publicos e disponibilizados na
plataforma Sinapses mediante relatorios claros e acessiveis, permitindo o entendimento por
magistrados, servidores e publico, em geral (art. 14, §3°). Conforme o art. 24, §§1° e 2° da
resolucdo, na plataforma Sinapses devera ser incluido o sumario publico da AIA, podendo ser
omitido dados sensiveis, sigilosos ou protegidos pela propriedade intelectual, assegurando a
protecdo da privacidade e da confidencialidade das informacdes.

A experiéncia canadense reforca a importancia da transparéncia ativa, uma vez que a
versao final da AIA dever ser publicada no portal oficial do governo do Canada. Devem ser
incluidas o sumario e as medidas de mitigacdao adotadas, o que permite escrutinio publico da

sociedade'®

. A publicidade das AIA e das informacdes contribui para o fortalecimento do
accountability, fortalecendo a relacdo de transparéncia e confiangca com o Poder Judiciario

perante a sociedade.

43 AIA COMO MECANISMO DE GOVERNANCA NO PODER JUDICIARIO:
PROPOSTA DE MODELO E CONDUCAO DA AIA PARA O PODER JUDICIARIO

A partir do estudo realizado pelo LAPIN!8¢ e do framework canadense de AIA'’,
concluiu-se que uma metodologia de avaliacdo de impacto deve conter, a0 menos, as seguintes
etapas: (i) preparagdo; (ii) cognicdo do risco; (iil) mitigagdo dos riscos encontrados; e (iv)
monitoramento, traduzida nas etapas identificadas abaixo. Cabera a Comissao de Inteligéncia
Artificial do Judiciario a regulamentagdo da periodicidade de atualizagdo das avaliagdes de
impacto, considerando o ciclo de vida dos sistemas de IA de alto risco.

Nesse sentido, considerando (i) as disposi¢des da Resolugao n.® 615/2025, suas as
obrigacdes impostas para os sistemas de IA de alto risco e o disposto sobre AlIA, (ii) as
questdes procedimentais apresentadas anteriormente e (ii1) a metodologia de conducao de AIA
apresentada pelo LAPIN e pela estrutura metodoldgica canadense, propde-se uma

metodologia para orientar e conduzir uma AIA no Poder Judicidrio sob a perspectiva de

185 CANADA. Treasury Board of Canada Secretariat. Algorithmic Impact Assessment tool. Ottawa: Government
of Canada, [2025]. Disponivel em: <https://www.canada.ca/en/government/system/digital-government/digital-
government-innovations/responsible-use-ai/algorithmic-impact-assessment.html>. Acesso em: 16 ago. 2025.

I8 EMOS, Alessandra; BUARQUE, Gabriela; SOARES, Ingrid; MULIN, Victor; CHIAVONE, Tayrone.
Avaliacio de Impacto Algoritmico para a protecdo dos direitos fundamentais. Relatorio. Brasilia: Laboratorio
de Politicas Publicas e Internet, 2023. Disponivel em: https://lapin.org.br/wp-
content/uploads/2023/04/RelatorioAIA.pdf. Acesso em: 2 jul. 2025.

187 CANADA. Treasury Board of Canada Secretariat. Algorithmic Impact Assessment tool. Ottawa: Government
of Canada, [2025]. Disponivel em: <https://www.canada.ca/en/government/system/digital-government/digital-
government-innovations/responsible-use-ai/algorithmic-impact-assessment.html>. Acesso em: 16 ago. 2025.
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direitos fundamentais.

4.3.1 Etapa 1: Descricao do sistema de IA

A Etapa 1 consiste na descri¢cao do sistema de IA e ¢ etapa fundamental presente na
AITA. Esta descricao deve abordar sistematicamente dimensdes essenciais que proporcionam
uma compreensao holistica do sistema proposto: contexto, finalidade, l6gica da operacao, tipo
de dado utilizado e como sera feito o treinamento, sujeitos afetados e leis que este sistema
devera respeitar.

O mapeamento do contexto operacional envolve a identificagdo de onde o sistema sera
implementado. Esta especificacdo é essencial para determinar em qual contexto a aplicacao
ocorrera. E nessa fase que o Tribunal ir identificar se o sistema de IA é de alto risco ou baixo
risco, para prosseguir ou nao com a AlA.

A especificacdo das finalidades do sistema de IA deve detalhar com precisdo os
resultados que o sistema visa alcangar, como, por exemplo, realizar o reconhecimento facial
de apenados para apresentacdo em juizo'®¥'%°. Quando h4 viérias finalidades em um mesmo
sistema, torna-se necessaria estabelecer uma hierarquia clara entre elas, identificando
objetivos primarios e secundarios. Esta defini¢do viabiliza uma avaliag@o preliminar dos riscos
potenciais e orienta a proporcionalidade das medidas de prote¢do a serem implementadas.

A explicagdo da logica operacional e da arquitetura técnica deve atender aos principios
de transparéncia e explicabilidade, detalhando as técnicas computacionais empregadas, os
algoritmos utilizados e os processos de tomada de decisdo. Esta documentacdo deve
especificar as tecnologias subjacentes (aprendizado supervisionado, redes neurais,
processamento de linguagem natural, entre outras), descrever os fluxos de processamento de
dados e explicar as funcionalidades principais do sistema, sempre as correlacionando com os
resultados esperados.

A 1dentificacdo dos dados utilizados deve distinguir claramente entre dados pessoais €

188 Uma iniciativa que utiliza sistemas de IA no poder Judiciario é o sistema SAREF. Esse sistema, adotado pelas
varas de execu¢do penal de diversos tribunais no pais, permite que os apenados se apresentem em juizo de forma
remota, utilizado o sistema de web com tecnologia de reconhecimento facial. Esse sistema ja ¢ implementado no
TIMG e esta funcionando como projeto-piloto na VEC da capital Belo Horizonte. TRIBUNAL DE JUSTICA DE
MINAS GERAIS. TIMG implanta Sistema de Apresentacio Remota por Reconhecimento Facial. Portal
TIMG, [S.1.], 09 maio 2024. Disponivel em: https://www.tjmg.jus.br/portal-tjmg/noticias/tjmg-implanta-sistema-
de-apresentacao-remota-por-reconhecimento-facial.htm. Acesso em: 04 jul. 2025

YMELO, Jairo Simdo Santana; ARRUDA NEVES, Thiago; EDUARDO DOS SANTOS, Luiz. SAREF: Sistema
de Apresentacio Remota por Reconhecimento Facial. Revista CNJ, Brasilia, v. 6, n. 2, p. 77-92, 2022.
Disponivel em: https://www.cnj.jus.br/ojs/revista-cnj/article/view/389. Acesso em: 1 jul. 2025.
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nao pessoais, especificando as fontes (governamentais ou nao), volumes, qualidade e
representatividade dos conjuntos de dados utilizados. Para dados pessoais, ¢ obrigatdrio
identificar a base legal correspondente conforme a LGPD. Quando envolver dados sensiveis
e dados de criangas e adolescentes e idosos, a iniciativa demandara de salvaguardas especiais
devido ao seu potencial discriminatorio e a vulnerabilidade dos titulares respectivamente.

Com relacdo aos sujeitos afetados, deve-se considerar tanto efeitos diretos quanto
indiretos, intencionais e ndo intencionais. Esta andlise deve contemplar os jurisdicionados,
terceiros afetados pelas decisdes automatizadas e grupos que podem sofrer impactos
sist€émicos com essas decisoes. Especial consideracao deve ser dada a populagdes vulneraveis,
criangas, idosos e grupos que dependem de tecnologias assistivas, reconhecendo suas
necessidades especificas de protecao

Ainda, nesta etapa, devera haver uma avaliacdo dos beneficios, sob uma perspectiva
tridimensional, considerando as vantagens para desenvolvedores e implementadores, os
beneficios diretos para os individuos afetados pelas decisdes automatizadas e os impactos
positivos mais amplos para a sociedade ou grupos especificos. Esta andlise deve ser
quantificada sempre que possivel e identificada com os objetivos de desenvolvimento
sustentavel e politicas publicas relevantes.

Por fim, nesta etapa, devera ser identificado o arcabougo legal aplicavel, o qual deve
abranger legislacdo nacional, regulamentagdes setoriais especificas e, quando pertinente,
tratados e acordos internacionais. Esta analise preventiva minimiza riscos de nao
conformidade e otimiza recursos de desenvolvimento ao antecipar requisitos regulatorios. O
mapeamento deve considerar leis como a LGPD, o Marco Civil da Internet, Atos Normativos
do CNIJ e do proprio tribunal, e a Constituicdo Federal.

O modelo canadense pode enriquecer e servir como experiéncia para esta etapa da AIA
no Poder Judiciario, tendo em vista que o governo do Canadé disponibiliza um questionario
online!” onde os interessados preenchem e lhe ¢ dado um resultado fornecido com o nivel de
impacto daquela iniciativa. As perguntas, divididas em 13 se¢des, podem fornecer um
arcabouco para a conducao da AIA no Poder Judiciario. Nesta etapa, cujo objetivo € entender
sobre o projeto e questdes fundamentais sobre o sistema de A que esta sendo implementado,
entende-se que se pode aplicar as questdes das secdes 1 (detalhes do projeto), secdo 2 (razdes
para a automagao), secao 3 (perfil dos riscos), se¢do 6 (sobre algoritmos), se¢do 7 (sobre a

decisdo) e se¢do 9 (sobre dados).

19 CANADA. Treasury Board of Canada Secretariat. Algorithmic Impact Assessment. Ottawa: Open
Government Portal, [2025]. Disponivel em: <https://open.canada.ca/aia>. Acesso em: 16 ago. 2025.
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Antes de iniciar o AIA, ¢ util reunir informagdes abrangentes sobre diversos aspectos
do projeto, incluindo a decisdo administrativa que o sistema ira informar, contribuir ou tomar,
bem como o contexto de uso e a forma como auxiliard ou substituira o julgamento humano. E
fundamental conhecer os sujeitos afetados por aquele sistema, seus dados demograficos,
necessidades e possiveis barreiras, além dos potenciais impactos da decisdo sobre eles,
considerando duragdo, reversibilidade e estratégias de identificagdo, avaliagdo e mitigagdo
desses impactos. Também ¢ necessario compreender o algoritmo utilizado, incluindo
parametros e técnicas de processamento de dados e suas saidas, os dados de entrada do sistema
(tipo, fonte, método de coleta e classificacao de seguranca). Além disso, deve-se definir a
abordagem de consulta com colegas federais, clientes ou grupos de interesse, estabelecer o
registro de recomendagdes ou decisdes do sistema e suas explicagdes, e considerar como a
institui¢ao gerencia e fornece servicos e solugdes de tecnologia da informagao.

O quadro abaixo sistematiza essas fases da etapa 1, ou seja, questdes fundamentais que
ndo podem ser ignoradas nesta etapa, a secdo correspondente do framework canadense e

perguntas que podem ser feitas em cada fase para orientar a coleta de informagdes.

Quadro 5 — Conteudo orientativo para Etapa 1da AIA

Perguntas que podem orientar a
Secao Correspondente do etapa 1 do AIA adaptadas ao

Fases da Etapa 1
Framework Canadense modelo brasileiro de AIA e a

Resolucao 615

Descrigao do | Se¢do 1: Detalhes do Projeto e Titulo do Sistema/Projeto
sistema e Departamento/Setor
e Fase do Sistema

(Correspondente ao ciclo
de vida da IA trabalhada no

topico 5.2.3: concepgdo e

planejamento,
desenvolvimento,
treinamento, Testagem,
Validagao e
Implementacao,

Retreinamento,
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Modificagdes e
Adaptagdes, Implantagdo,

quando ha contratagdo e

Acompanhamento de
Impacto apos a
implementagdo)

Descrigao do projeto

Logica
Operacional
Arquitetura

Técnica

€

Secdo 6: Sobre o Algoritmo

O algoritmo utilizado sera
um segredo comercial?

O processo algoritmico sera
dificil de interpretar ou
explicar?

Descreva, com detalhes, o
processo algoritmico, caso

seja possivel.

Secdo 7: Sobre a Decisao

Descreva as decisdes que
serdo automatizadas

As decisdes dizem respeito
a qual categoria? (saude,
educacao, interesses
econoémicos, assisténcia
social, emprego, prestacao
jurisdicional, atos
processuais, minutas de

decisoes, dentre outros)

Secdo 8: Avaliacio de

Impacto

Qual ¢ o tipo de automagao
do sistema de IA: automacgao
total (sistema tomara uma
decisdo sem  supervisao
humana) ou parcial (o
sistema contribuird para a
decisdes

tomada de

administrativas,  apoiando
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por meio de avaliagdes,
recomendacdes, sugestdes,,
decisdes intermedidrias ou
outros resultados)?

Qual ¢ o papel do sistema no
processo de tomada de
decisoes?

O sistema tomara decisdes
ou avaliagdes que exijam
julgamento ou discri¢ao?
Descreva os critérios para
avaliar os dados utilizados ¢
coletado e as operagdes
aplicadas para processa-los.
Descreva os  resultados
produzidos pelo sistema e
quaisquer informacgoes
relevantes necessarias para
interpreta-los no contexto da
decisdo administrativa

O sistema realizara uma
avaliagdo ou outra operagao
que de outra forma ndo seria
concluida por um ser
humano?

O sistema ¢ utilizado por
uma parte diferente da
organizacdo daquela que o
desenvolveu?

Os impactos resultantes
dessa decisdao tomada pelo
sistema  de IA sao

reversiveis?
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Quanto tempo durardo os
impactos da decisao?
Justifique.

Indique quais sdo os
impactos que a decisdo tera
sobre os direitos ou
liberdades dos individuos.
Indique qual sera o impacto
que a decisdo tera na
igualdade, dignidade,
privacidade e autonomia dos
individuos.

Indique outros possiveis
impactos da decisdo sobre

aspectos nao mencionados.

Dados coletados e

utilizados

Secdo 9: sobre os Dados

O sistema de IA utilizara
dados pessoais?

Quais as fontes de dados?
Utilizara fontes de dados
publicas ou  privadas?
Haverad varias fontes de
dados?

Sao dados pessoais
sensiveis?

O sistema exigira dados de
entrada de um dispositivo
conectado a internet?

O sistema fara interface
com outros sistemas de TI?
Quem coletou os dados
para serem utilizados no
sistema? Identifique a

rastreabilidade da fonte de
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dados utilizados.

e Quem coletou os dados de
entrados utilizados para
treinamento do sistema?
Identifique a
rastreabilidade da fonte dos
dados.

e Descreva os dados de
entrada e os dados
coletados e tratados pelo
sistema, sua fonte e método
de coleta.

e O sistema exigird a analise
de dados nao estruturados
para emitir uma
recomendacdo ou uma

decisao?

Sujeitos Afetados Secdo 3: Perfil de Risco e O sistema est4 inserido em
uma 4area de intenso
escrutinio  publico e/ou
litigios frequentes?

e Quem s3o os sujeitos
afetados por esse sistema?

e Os sujeitos afetados sao
particularmente
vulneraveis?

e Os riscos das decisdes sao
elevados para esses sujeitos
afetados? Se sim, indique
como.

e Qual sera o numero de
sujeitos afetados por esse

sistema?
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e (O sistema criara ou
agravara barreiras para

pessoas com deficiéncia?

Arcabougo  legal | Nao ha secdo correspondente e Qual o arcabougo legal
aplicavel aplicavel e que se relaciona
a este sistema? Indique
resolucdes, portarias, leis,

regulamentos internos etc.

Fonte: Elaborado pelo autor (2025)

4.3.2 Etapa 2: Avaliacao da legalidade da finalidade do sistema de 1A

Nesta etapa, a partir da descricdo do sistema de IA estabelecido na etapa anterior,
procede-se a uma avaliagdo sistematica da conformidade legal e ética das finalidades
declaradas do sistema quanto dos métodos para a sua implementacao. Do ponto de vista da
aplicacao de sistemas de IA no Poder Judiciario, essa etapa devera levar em consideracao nao
s0 os principios éticos, as regulamentagdes do CNJ e os atos normativos de cada Tribunal,
mas também outras disposi¢des legais, assim como as regulamentacdes especificas do objeto
que envolve a finalidade do sistema de IA desenvolvido e utilizado no Poder Judiciario.

Por exemplo, caso um tribunal brasileiro desenvolva um sistema de IA para
identificacdo e a autenticacdo facial ou biométrica para o monitoramento de comportamento
de pessoas naturais, ele devera observar se a finalidade e a coleta biométrica sdo uma pratica
licita, devendo observar também as diretrizes de coleta de dados biométricos da Lei Geral de
Protecdo de Dados e principios que disciplinam a matéria (AR5 do Anexo de Classificacao de
Riscos da Resolugdo n.° 615/2025).

Neste ponto, 0 modelo de perguntas da se¢do 2 do questionario canadense da se¢do 2
sobre razdes para a elaboracao e utilizagao do sistema de IA podem contribuir para esta etapa.
O quadro abaixo sugere algumas questdes que podem servir de orientagdo. A finalidade deve
ser sempre compativel com legislagdes e politicas publicas, incluindo o respeito a direitos

humanos e liberdades fundamentais.

Quadro 6 — Contetdo orientativo para a Etapa 2 da AIA

Secao Correspondente do Framework Perguntas que podem orientar a etapa 2
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Canadense do AIA adaptadas ao modelo brasileiro
de AIA e a Resolucao 615
Secao 2: Razdes para automagao e O que estd motivando sua equipe a

introduzir o sistema de IA nesse
processo de tomada de decisdo?
(Descricdo dos motivos e das
finalidades para ado¢do do sistema
de IA)

¢ (Qual a necessidade que esse sistema
atendera? (No contexto da atividade
jurisdicional, exemplifique como
esse sistema beneficiard)

e H& determinagdo legal aplicavel
para o desenvolvimento ou uso de
1A?

e Quais os beneficios esperados por
esse sistema?

e Descreva as melhorias, beneficios
ou vantagens que vocé espera no uso
desse sistema de [A.

e Como serd garantido que o sistema
se limite a atender as necessidades
dos jurisdicionados?

e (Quais as compensagdes entre 0s
interesses dos jurisdicionados e os
objetivos do sistema de IA que
foram considerados durante o
design do projeto?

e Foram considerados processos
alternativos ndo automatizados?

e (Quais seriam as consequéncias de
ndo desenvolver/implementar o

sistema?
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Fonte: Elaborado pelo autor (2025).

4.3.3 Etapa 3: Avaliacdo da necessidade de participacio de terceiros

Determinados sistemas de A de alto risco, em razao de sua amplitude, finalidade, dados
e pessoas afetadas, poderao despertar interesses com relagdo ao tema. Além disso, em razao da
Resolugdo n® 615/2025 determinar a inclusdo de participagdo publica, mesmo que de maneira
simplificada, se faz necessario avaliar a participagdo de terceiros de representantes da OAB, do
Ministério Publico e da Defensoria Publica.

E especialmente recomendével incluir especialistas que estudam as intersecgdes entre
raca, género e outros marcadores sociais com as desigualdades sistémicas, garantindo que a
avaliagdo contemple adequadamente questdes de equidade e justica social. Independentemente
da decisdo tomada sobre participagdo externa, ¢ fundamental documentar tanto as contribui¢des
recebidas quanto a fundamentagao para eventual exclusao de participagdo de terceiros.

Considerando a complexidade dos efeitos que sistemas de IA no Poder Judiciario podem
produzir na atividade fim, ou seja, na prestacdo jurisdicional, sugere-se que a execucao da AIA
conte com apoio ¢ aconselhamento de especialistas independentes de areas multidisciplinares,
incluindo direito, tecnologia da informacao, sociologia e ética. Esta abordagem multidisciplinar
¢ crucial em sistemas com alto potencial de impacto social. Tal participagdo multissetorial
fortalece a legitimidade da avaliagdo e contribui para identificar riscos e impactos que poderiam

passar despercebidos em analises puramente internas.

4.3.4 Etapa 4: Identificacdo e avaliacdo dos riscos envolvidos

A identificagdo e avaliacdo de riscos constituem etapa fundamental da AIA, tendo como
premissa basica a determinagdo dos valores e interesses que devem ser protegidos. Esta fase
metodologica orienta-se pela necessidade de estabelecer a amplitude da avaliagdo de impacto,
podendo ser conduzida mediante abordagem legal ou baseada em principios éticos.
Recomenda-se fundamentar a metodologia no reconhecimento dos direitos fundamentais como
valores-objeto de protecdo, permitindo a identificacdo sistematica dos riscos aos sujeitos
afetados por sistemas de inteligéncia artificial. No contexto da Justica, dentre os valores que
podem sofrer efeitos negativos, destacam-se, de forma ndo exaustiva: dignidade humana,
respeito aos direitos humanos, nao discriminagdo, devido processo, devida motivagdo e

fundamentac¢do da prestagdo da atividade jurisdicional, prestacao de contas e responsabilizagao;
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autonomia humana, liberdade de expressao, estado de direito, liberdade de reunido, igualdade
e equidade, liberdade de pensamento, privacidade e prote¢ao de dados.

A concretizagdo dos riscos identificados manifesta-se por meio de diferentes categorias
de danos que podem afetar individuos ou grupos, classificando-se em trés principais dimensoes:
(1) danos econdmicos, (ii) danos psicologicos e (iii) danos coletivos.

Com relagdo a primeira dimensdo, os danos econdmicos podem ser evidenciados em
situagdes como sistemas de recrutamento que discriminam grupos especificos, resultando em
perda de oportunidades profissionais e desenvolvimento econdmico, conforme observado em
ferramentas que reproduziam discriminagao de género contra mulheres em processos seletivos.

Por sua vez, a dimensdo de danos psicoldgicos pode acarretar riscos manifestados no
aumento da vigilancia sobre a vida pessoal, gerando o fendmeno da autocensura e
comprometendo valores como autonomia, dignidade humana, liberdade de reunido e
privacidade. Delegar as decisdes humanos aos sistemas automatizados, ou seja, colocar nas
maos de algoritmos aquilo que deveria ser decidido por humanos, pode acarretar risco de perda
de controle, ferindo valores como autonomia e dignidade humana, devido processo, devida
motivacao e fundamentagao da prestacao da atividade jurisdicional, por exemplo. Com base em
conhecimentos especificos, um determinado “grupo” pode ser julgado com base nos dados de
treinamento, evidenciando o risco de manipulagdo e ferindo valores como autonomia humana,
equidade, privacidade e protecdo de dados. Sistemas de IA de averiguagdo, valoracio,
tipificagdo e a interpretacdo de fatos como sendo crimes, contravencdes penais ou atos
infracionais, ressalvadas as solugdes voltadas a mera rotina da execugdo penal e de medidas
socioeducativas (AR3) poderdo trazer riscos a liberdade, autonomia ¢ ao devido processo,
acarretando julgamentos injustos e podendo perpetuar preconceitos e discriminagdes.

Os danos coletivos caracterizam-se pela utilizagdo de filtros e moderacdo de contetido
baseados em perfilizacdo de grupos, resultando em polarizacdo social e redugdo do exercicio
efetivo das liberdades de opinido e acesso a informagao. Estes impactos comprometem valores
democraticos fundamentais, como evidenciado pela hiper perfilizagdo para diversos fins. O
aumento da capacidade de vigilancia estatal mediante reconhecimento facial e perfilizagao
individual representa outro aspecto critico, gerando efeitos restritivos sobre liberdades
fundamentais, especialmente liberdade de reunido, autonomia, privacidade e devido processo
legal. Como ja apresentado, a falta de transparéncia e explicabilidade em decisdes
automatizadas, exemplificada pelo algoritmo COMPAS no sistema de justica criminal
americano, demonstra como a auséncia de fundamentagdo em decisdes algoritmicas pode

comprometer valores como equidade e devido processo legal, interferindo diretamente em
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direitos individuais sem possibilidade de compreensao ou contestagao.

Esta etapa deve contemplar ainda a possibilidade de impactos negativos ndo
intencionais, considerando que sistemas de IA desenvolvidos para finalidades especificas
podem ser utilizados em contextos diferentes dos originalmente previstos.

A fim de garantir a maxima efetividade desta etapa na conducao da AIA, sugere-se a
adocdo de uma abordagem prospectiva envolvendo elaboragdo de hipoteses, projecdo de
cenérios e exercicios de previsdo. E fundamental que esta analise seja conduzida sob o ponto
de vista dos sujeitos que sofrerdo os efeitos das decisdes algoritmicas, e ndo exclusivamente
pela 6tica dos desenvolvedores ou aplicadores da tecnologia, assegurando assim uma avaliagao
mais abrangente e centrada na protecdo dos direitos e interesses dos afetados. A eficacia da
prestacao jurisdicional ndo devera estar acima dos direitos humanos dos jurisdicionados, que
serdo, direta e indiretamente afetados pelos sistemas de IA de alto risco.

As respostas identificadas nas etapas anteriores, mas principalmente na Etapa 1, sdo
fundamentais para a identificag@o do risco, considerando o contexto em que o sistema de A ird
operar, os sujeitos afetados, as especificidades do sistema utilizado, a avaliacdo da legalidade,
finalidade e outros fatores que podem influenciar nos riscos. Cabe ressaltar que o risco € sempre
contextual e dindmico, portanto, sua avaliacdo periddica também ¢ recomendada para a garantia

das medidas que serdo implementadas para sua mitigagao.

4.3.5 Etapa 5: Definicdo de salvaguardas, medidas de seguranca e medidas de protecio

dos direitos e liberdades dos sujeitos.

Ap6s identificagdo dos riscos, os tribunais deverdo definir medidas adequadas para
mitigar ou eliminar os riscos. Com o registro e descri¢cdo de cada risco identificado na etapa
anterior, a equipe multidisciplinar devera analisar e implementar medidas adequadas para sua
eliminagdo ou mitigacdo a um nivel aceitavel.

Poderao existir varias medidas para mitigar os riscos identificaveis, que recairdo sobre
as equipes de desenvolvimento e operacionalizagdo dos sistemas. Elas deverdo ser analisadas e
registradas ndo s6 as medidas de seguranca, mas também as decisdes tomadas sobre
implementagao ou ndo daquelas medidas. A justificativa da implementagdo ou ndo garante que
0 accountability se torne mais eficaz, uma vez que haverd o registro do porqué determinada
medida foi tomada ou ndo, podendo o Comité de Inteligéncia Artificial do Poder Judiciario
julgar as motivagdes que levaram a isso, com o fim de responsabilizacdo e prestacdo de contas.

No modelo canadense, as se¢des 11, 12 e 13 do questionario apresentam perguntas que
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influenciam o impacto, podendo diminuir o impacto dos riscos identificados na etapa anterior,
ou aumenta-lo, a depender da resposta. E necessario, durante essa etapa, que a equipe de
condugdo da AIA avalie as respostas de acordo com os riscos identificados na etapa anterior.
No quadro abaixo estao algumas perguntas que podem orientar a area na condugdo da AIA com
relacdo aos topicos de qualidade dos dados, justica processual e privacidade e protecdao de

dados.

Quadro 7 - Contetudo orientativo para a Etapa 5 da AIA

Secao Correspondente do Framework | Perguntas que podem orientar a etapa 5

Canadense do AIA adaptadas ao modelo brasileiro
de AIA e a Resolucao 615

Secao 11: Medidas de reducao de riscos e e O que esta motivando sua equipe a

mitigagdo — Qualidade dos dados introduzir o sistema de IA nesse

processo de tomada de decisdo?
(Descrigdo dos motivos e das
finalidades para ado¢do do sistema
de IA)

e Havera processos documentados
para testar conjuntos de dados
contra vieses e outros resultados
inesperados? Isso pode incluir
experiéncia na aplicacdo de
estruturas, métodos, diretrizes ou
outras ferramentas de avaliacao

e Haverd o desenvolvimento de um
processo para documentar como 0s
problemas de qualidade dos dados
foram resolvidos durante o processo
de design?

e Havera um processo documentado
para gerenciar o risco de que dados
desatualizados ou ndo confidveis

sejam usados para tomar uma
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decisdo automatizada?

e [Essas informagdes serdo publicas?
(referente  aos  processos  de
qualidade de dados, gerenciamento

de riscos de dados)

Secao 12: Medidas de reducao de riscos e e O sistema fornecera uma trilha de

mitigacao — Justica Processual auditoria que registre todas as
recomendacoes ou decisdes
tomadas pelo sistema?

e Todos os principais pontos de
decisdo serdo identificaveis na trilha
de auditoria?

e A trilha de auditoria definira
claramente todos os pontos de
decisdo tomados pelo sistema?

e A trilha de auditoria identificara
com precisao qual versao do sistema
foi utilizada para cada decisdo que
apoia?

e A trilha de auditoria incluira
processos de controle de alteracdes
para registrar modificacdes na
operacdo ou no desempenho do
sistema?

e Todos os principais pontos de
decisdo dentro da légica do sistema
automatizado estardo vinculados a
legislagdo, politica ou procedimento
relevante? Se sim, indique quais.

e A trilha de auditoria gerada pelo
sistema poderia ser usada para
ajudar a gerar uma notificacdo da

decisdo (incluindo uma declaragao
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de motivos ou outra notifica¢ao)
quando necessario?

e Serda mantido um  registro
detalhando todas as alteracdes feitas
no modelo e no sistema?

e A trilha de auditoria mostrara quem
¢ o tomador de decisdo autorizado?

e O sistema serd capaz de apresentar
razdes para as suas decisdes ou
recomendagdes quando necessario?

e Havera um processo em vigor para
conceder, monitorar e revogar a
permissao de acesso ao sistema?

e Havera um mecanismo para receber
o feedback dos usuarios do sistema?

e Haverd processo para contestagdo
das decisdes?

e O sistema permitira a substitui¢ao
humana das decisdes do sistema?

e Havera um processo em vigor para
registrar as instdncias em que as

substitui¢coes foram realizadas?

Se¢do 13: Medidas de reducdo de riscos e e Foirealizado Relatorio de Impacto a
mitigacdo — Privacidade e Prote¢do de Protec¢ao de Dados para o Sistema?
Dados e E incorporado  seguranca e

privacidade no sistema de IA desde
o estagio conceitual do projeto?

e O sistema realizaréd 0
compartilhamento de dados
pessoais? Ha salvaguardas
apropriadas para 0
compartilhamento? Se sim, quais?

e Ha possibilidade de anonimizagao
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dos dados pessoais para a sua

utilizagdo no sistema, seja para

treinamento seja para tratamento?

Fonte: Elaborado pelo autor (2025).

4.3.6 Etapa 6: Avaliacdo da proporcionalidade entre finalidade e resultado

Esta etapa fundamenta-se no principio legal da proporcionalidade, cuja esséncia
relaciona-se diretamente com valores fundamentais como justica, equidade, bom senso,
prudéncia, moderacdo, justa medida e proibi¢do de excesso. Embora este principio seja
frequentemente evocado na busca pelo equilibrio entre poderes, privilégios, beneficios e
restrigdes no ambito juridico tradicional, sua aplicagdo no contexto de sistemas de IA tem como
objetivo promover equilibrio adequado na relagdo entre desenvolvedores e aplicadores de
tecnologias de IA (tribunais) e os direitos e interesses dos sujeitos afetados por essas
implementagdes tecnoldgicas. Esta perspectiva de analise torna-se essencial para assegurar que
os beneficios pretendidos pelos Tribunais, no ambito da prestacdo jurisdicional, com a
utilizagcdo de sistemas automatizados, ndo sejam desproporcionais aos potenciais prejuizos
impostos aos individuos e grupos afetados.

A etapa de avaliagdo da proporcionalidade exige que o responsavel pela AIA identifique
criteriosamente dois aspectos fundamentais: (i) se a forma como o sistema de IA foi planejado
e estruturado efetivamente possibilita e contribui para o alcance das finalidades pretendidas; e
(i1) se ndo existem meios alternativos, razoaveis e menos intrusivos para conseguir 0s mesmos
resultados desejados. Esta analise dual garante tanto a eficacia quanto a adequagdo da solugdo
tecnologica proposta, evitando tecnologias e sistemas de IA desnecessariamente restritivas ou

invasivas.

4.3.7 Etapa 7: Riscos residuais e a necessidade de consulta prévia ao Comité de

Inteligéncia Artificial do Judiciario

Como penultima etapa, a AIA ndo pressupde necessariamente a mitigagdo de todos os
riscos identificados durante a avaliagdo, ainda que este constitua o resultado ideal. A realizacao
efetiva de uma AIA deve guiar-se pela reducdo dos riscos identificados e pela garantia de que
os impactos negativos sejam minimizados a niveis considerados aceitaveis.

Mesmo ap0s a implementagdo de salvaguardas e medidas de protecdo adequadas, torna-
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se fundamental reconhecer a existéncia dos riscos residuais que podem ser causados pelo
sistema de IA, principalmente daqueles que utilizam dados pessoais para treinamento do
sistema para obtencdo dos resultados. Quando estes riscos residuais forem avaliados como de
nivel aceitavel, o responsavel pela conducdo da AIA deve proceder a sua identificagdao
sistematica, fundamentar adequadamente as razdes pelas quais o risco residual ¢ considerado
aceitavel e especificar claramente quais medidas serdo adotadas para mitigar e reparar possiveis
danos caso o risco se manifeste concretamente.

No entanto, quando o risco residual ainda apresentar alto potencial de impacto sobre os
direitos e liberdades dos sujeitos afetados, ndo podendo ser adequadamente mitigado através
das medidas disponiveis, recomenda-se que o responsavel pela conducao da AIA, além de
identificar devidamente tal situagdo na avaliagdo, consulte previamente ao Comité de
Inteligéncia Artificial do Judiciario antes de proceder a implementacao e operagao do respectivo
sistema. Esta abordagem cautelar assegura que decisdes sobre a aceitabilidade de riscos
elevados sejam submetidas ao escrutinio de oOrgdos especializadas, promovendo maior
transparéncia e responsabilidade na implementagdo dos sistemas de IA no Poder Judiciario, que

possam impactar significativamente direitos fundamentais.

4.3.8 Etapa 8: Documentacio e publicacio

Uma AIA pode ser considerada finalizada quando todas as etapas anteriores foram
concluidas e todas as informacodes coletadas ¢ formalizadas. Assim, a documentagao constitui
a etapa de encerramento da AIA, registrando sistematicamente as respostas das etapas
anteriores para manter evidéncias da gestdo responsavel da tecnologia pelos Tribunais, uma
vez que a publicagdo e disponibilizacdo deste instrumento se torna obrigatoria na plataforma
Sinapses, por meio de relatorios claros e acessiveis, para permitir o entendimento por
magistrados, servidores e publico em geral. Sugere-se a elaboragdo de dois documentos: um
que documente todo o processo de AIA, com informagdes mais robustas e detalhadas sobre o
funcionamento dos sistemas de 1A, de forma a permitir auditorias, € um documento com
informagdes mais acessiveis, para o entendimento do publico, com a utilizagdo de visual law,
por exemplo. A pratica canadense preveé a publicagdo obrigatoria a versdo final da AIA, que
pode ser acessada pelo publico, o que inclui medidas de mitigagdo e resultado, garantindo

transparéncia e escrutinio social'®!.

191 CANADA. Open Government Portal: Algorithmic Impact Assessment search results. Ottawa: Government

of Canada, [2025]. Disponivel em:
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Esta documentacao serve como base para explicagdes sobre o funcionamento e efeitos
do sistema de IA, devendo contemplar as informagdes registradas nas etapas anteriores,
sempre resguardando segredos comerciais e industriais. O momento da documentacio
representa oportunidade estratégica para deliberar sobre a publicacdo de resumo da AIA,
equilibrando transparéncia e protecdo de informacdes. A publicacdo demonstra

responsabilidade social organizacional e fortalece relagdes de confianga com a sociedade.

4.4 PROPOSTA DE FRAMEWORK DE AIA NO PODER JUDICIARIO

O quadro apresentado abaixo consolida de forma sistemdtica todas as etapas
identificadas anteriores como necessarias para a conducdo da Avaliagdo de Impacto
Algoritmico (AIA) no contexto especifico do Poder Judiciério brasileiro, considerando as
particularidades e complexidades inerentes ao sistema de justica. Esta organizagao
metodoldgica permite uma abordagem abrangente que contempla desde a fase inicial de
planejamento até a implementagdo e monitoramento continuo dos sistemas de IA dentro dos
tribunais.

Esta metodologia visa contribuir para a atua¢do do Comité de Inteligéncia Artificial
do Judiciario, bem como outros 6rgaos, e assegurar que a implementacdo de sistemas de [A
no ambito judicial seja conduzida de maneira responsavel, ética e alinhada aos principios
constitucionais que regem a administracdo da justica, promovendo o accountability
necessario, maior eficiéncia processual sem comprometer a qualidade das decisdes judiciais
ou os direitos dos jurisdicionados, garantindo assim a legitimidade e confiabilidade do sistema

de justica.

<https://search.open.canada.ca/opendata/?collection=aia&page=1&sort=date _modified+desc>. Acesso em: 16
ago. 2025.
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Etapa Objetivo Aspectos essenciais que devem ser Observacoes
abordados nesta etapa
Etapa 1: Abordar e registrar sistematicamente dimensdes e Descri¢do dos sistemas e detalhes | Elaboracdo de relatorio
Descricao do essenciais que proporcionam uma compreensiao do projeto; que contenha as
Sistema de 1A holistica do sistema proposto: contexto, e Logica Operacional e Arquitetura | informagdes coletadas,
finalidade, logica da operagdo, tipo de dado técnica do sistema de TA com sugestdes de
utilizado e como sera feito o treinamento, sujeitos (Algoritmos, Decisdes); perguntas identificadas
afetados, e leis que este sistema devera respeitar. e Dados coletados e utilizados; no quadro 5.
e Sujeitos afetados (perfil do risco);
e Arcabouco legal aplicaveis (leis,
regulamentos etc.).
Etapa 2: Avaliar sistematicamente a conformidade legal e e Razdes para o desenvolvimento, Documentagdo das
Avaliacdo da ética das finalidades declaradas do sistema uso e contrata¢do do sistema de justificativas, razoes e
legalidade e da quanto dos métodos para a sua implementagao IA. conformidade legal e
finalidade do ética do sistema.
Sistema
Etapa 3: Determinar se, na condugdo da AIA para o e Auvaliar a participacdo de terceiros | Sugere-se a

Avaliagao da
necessidade de
participagao de

determinado sistema de IA de alto risco, havera
participagdo publica de terceiros, como
representantes da OAB, Ministério Publico e

e abordagem multidisciplinar;
e Incluir especialistas que estuam
intersegdes entre raga, género e

documentacao e,
quando possivel, a
publicidade das

terceiros Defensoria para fortalecer a legitimidade da outros marcadores sociais; contribuicoes recebidas
avaliacdo e contribui para identificar riscos e na participagao de
impactos que poderiam passar despercebidos em terceiros, para a
analises puramente internas. finalidade de escrutinio
publico, participagdo
social e accountability.
Etapa 4: Identificar os riscos associados ao sistema de 1A e [Identificar os riscos por meio de | A identifica¢do dos

Identificagdo e
avaliacao dos

objeto da AIA, estabelecendo metodologia para
avaliacdo e de forma que permita a identificagdo

diferentes categorias (danos
econdmicos, psicoldgicos e

riscos nesta etapa ¢
essencial e substancial
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riscos envolvidos

sistematica dos riscos aos sujeitos afetados por
sistemas de inteligéncia artificial

coletivos);

Contemplar aa possibilidade e
impactos negativos nao
intencionais;

Adogao de abordagem
prospectiva envolvendo
elaboracdo de hipoteses, projecao
de cenarios e exercicios de
previsao para os sistemas de IA.

para a mitigagdo, objeto
da proxima etapa. Pelo
fato de os riscos serem
contextuais e
dindmicos, a
periodicidade de
avaliagdo também ¢
uma caracteristica
importante nesta etapa
de conducdo da AIA.

Etapa 5: Definir medidas adequadas para mitigar ou Contemplar medidas de redugdo | E necessario analisar e
Definicao de eliminar os riscos identificados na etapa anterior. de riscos e mitigagdo sobre registrar ndo so as
salvaguardas, qualidade dos dados, justica medidas de seguranca
medidas de processual e privacidade e adotadas, mas também
seguranga ¢ prote¢do de dados, conforme as decisdes tomadas
medidas de sugestdes do quadro 7. sobre implementagao
protecao dos ou nao das medidas
direitos e indicadas.

liberdades dos

sujeitos

Etapa 6: Promover equilibrio adequado na relagdo entre Identificar aspectos fundamentais: | Esta etapa garante a
Avaliagao da desenvolvedores e aplicadores de tecnologias de (i) se a forma como o sistema de | eficicia quanto a
proporcionalidade | IA (tribunais) e os direitos e interesses dos IA foi planejado e estruturado adequagdo da solugdo
entre finalidade e | sujeitos afetados por essas implementagdes efetivamente possibilita e tecnologica proposta,
resultado tecnoldgicas, avaliando proporcionalmente os contribui para o alcance das com o objetivo de evitar

interesses.

finalidades pretendidas; e (ii) se
ndo existem meios alternativos,
razoaveis € menos intrusivos para
conseguir os mesmos resultados
desejados.

tecnologias e sistemas
de TA
desnecessariamente
restritivas ou invasivas.

Etapa 7: Riscos
residuais € a

Reconhecer a existéncia dos riscos residuais que
podem ser causados pelo sistema de 1A

Avaliar os riscos (aceitaveis ou
ndo) e especificar medidas
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necessidade de
consulta prévia ao

adotadas para mitigar e reparar
possiveis danos causados caso o

gestao responsavel da tecnologia pelos Tribunais
e publicar os resultados. uma vez que a
publicacdo e disponibilizagdo deste instrumento
se torna obrigatoria na plataforma Sinapses, por
meio de relatorios claros e acessiveis, para
permitir o entendimento.

Comité de risco se manifeste concretamente;

Inteligéncia Avaliar consulta prévia ao Comité

Artificial do de Inteligéncia Artificial do

Judiciario Judicidrio.

Etapa 8: Ap6s finalizada as etapas de condugio da AIA, Publicagéo e disponibilizagdo dos | A publica¢do dos
Documentagdo e | registrar sistematicamente as respostas das instrumentos na plataforma resultados da AIA ¢
Publicagao etapas anteriores para manter evidéncias da Sinapses, por meio de relatérios parte essencial para

claros e acessiveis, tanto para fins
de auditoria, quanto para os
sujeitos afetados.

tornar este instrumento
ferramenta essencial
para a concretizagao do
accountability para fins
de prestacdo de contas e
responsabilizacao.

Fonte: Elaborado pelo autor (2025).
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CONCLUSAO

A presente dissertagdo investigou a Avaliacdo de Impacto Algoritmico (AIA) como
instrumento fundamental para garantir o accountability no uso e desenvolvimento de
sistemas de IA de alto risco no Poder Judiciario brasileiro, tendo como marco regulatorio a
Resolucao n. ° 615/2025 do Conselho Nacional de Justica. A pesquisa demonstrou que, em
um contexto de crescente digitalizacdo da justica e popularizagdo de sistemas de IA no
ambiente do setor judiciario, surge a necessidade da AIA como mecanismo substancial para
conciliar os beneficios da inovagao tecnologica com a protecao de direitos fundamentais, a
ética e a preservacgao de valores democraticos essenciais na ordem juridica brasileira.

A realidade demonstra que o uso de sistemas de IA no Poder Judicidrio ja é uma
realidade consolidada, com inumeros sistemas comunicados ao Sistema Sinapses,
abrangendo tanto atividades-meio quanto atividades-fim da prestacdo jurisdicional. Esta
implementagdo massiva, embora promissora em termos de eficiéncia e celeridade
processual, evidencia a urgéncia de mecanismos robustos de governanga e accountability, a
fim de que a justica continue funcionando, garantindo principios e preceitos constitucionais.
Os principais riscos associados ao uso desses sistemas no ambito do Judiciario incluem:
legitimagdo de processos em que ndo hé transparéncia, violagdes a privacidade e protecao
de dados, danos materiais ¢ morais decorrentes de falhas técnicas, ¢ discriminagao
algoritmica. Tais riscos, quando ndo adequadamente mitigados, podem perpetuar e
amplificar desigualdades estruturais ja presentes no sistema de justica brasileiro.

A andlise da metodologia proposta para condugdo da AIA no contexto judicidrio
revelou sua estrutura em oito etapas fundamentais: descri¢do do sistema, avaliagdo da
legalidade das finalidades, participagdo de terceiros, identificagdo de riscos,
desenvolvimento de salvaguardas, analise de proporcionalidade, gestao de riscos residuais e
documentacdo. Esta estrutura metodoldgica, fundamentada na protecdo de direitos
fundamentais, oferece um framework abrangente para avaliar sistemas de [A sob multiplas
dimensdes — técnica, €tica, legal e social —, assegurando que a implementagdo tecnologica
nao comprometa valores democraticos essenciais como devido processo legal, transparéncia,
accountability e ndo discriminagdo, principios também caros ao sistema Judiciério.

Do ponto de vista tedrico, a pesquisa contribui para o avanco do conhecimento sobre
accountability algoritmico ao propor uma abordagem multidimensional ao passo que integra,

na metodologia, as quatro dimensdes conceituais de Bovens — tipo de forum, tipo de ator,
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aspectos de conduta e natureza da obrigacdo — aplicadas especificamente ao contexto
judiciario. A partir da andlise, pode-se concluir que o accountability no ambito da Resolucao
615 manifesta-se através de dois foruns principais: administrativo (exercido pelo CNJ) e
social (exercido pela sociedade), com responsabilizagdo tanto corporativa (tribunais) quanto
individual (servidores e magistrados), fundamentada em obrigacdes de transparéncia,
prestacdo de contas e responsabilizagado ética.

A dissertagdo também avanga na discussao e compreensio da AIA como instrumento
para o accountability que vai além da avaliacdo técnica, constituindo-se como mecanismo
de participacao democratica e controle social sobre o desenvolvimento e uso de IA no Poder
Judiciario. A proposta metodologica desenvolvida no ultimo capitulo integra abordagens
multidisciplinares, reconhecendo que a avaliagdo de sistemas de IA no contexto da justica
demanda um olhar sob o objeto ndo apenas técnico e juridico, mas também pautado na ética
e nos direitos humanos, tendo em vista o potencial de dano que esses sistemas podem causar.

Diante essa perspectiva, a pesquisa oferece contribuicdes concretas para os Tribunais
de Justica de todos o pais, principalmente para os operadores do direito, gestores judiciarios
e desenvolvedores de tecnologia neste ramo. Propde-se um modelo de AIA que fornece
diretrizes claras para implementagao, desde a identificacdo de sistemas de alto risco até a
documenta¢do e publicagdo dos resultados. A metodologia desenvolvida pode ser
imediatamente aplicada pelos tribunais brasileiros, oferecendo um roteiro estruturado para
cumprimento das obrigagdes estabelecidas pela Resolu¢do 615, a fim de suprir com a
realidade de auséncia de mecanismos eficazes de governanga de IA. Ademais, a contribuicao
dessa pesquisa também pode ser utilizada pelo Comissao de Inteligéncia Artificial do Poder
Judiciario.

A contribuicao se faz ainda mais relevante no contexto e debate do desenvolvimento
e uso de IAG pelos tribunais, tendo em vista que, aproximadamente, metade dos magistrados
e servidores ja utilizam essas ferramentas, embora com baixa frequéncia e,
preocupantemente, sem revelacdo adequada aos superiores hierarquicos. Esta constatagdao
sublinha a necessidade de politicas institucionais claras e programas de capacitacdo que
orientem o uso responsavel dessas tecnologias. O uso ético e responsavel de IA no judiciario
envolve também ndo s6 o desenvolvimento, mas também a sua utilizagdo. Literacia e uso
responsavel € importante neste aspecto, principalmente para a continuidade dos beneficios
da inteligéncia artificial no dia a dia e potencializando suas inovacdes tecnoldgicas.

A presente pesquisa reconhece algumas limitagdes que podem orientar investigagdes

futuras. Primeiro, a andlise concentrou-se na proposta metodologica da AIA sem incluir
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estudos de caso empiricos de sua aplicacdo pratica em tribunais especificos, apesar de ter se
inspirado em um estudo comparado com um modelo de AIA consolidado pelo governo
canadense. Pesquisas futuras poderiam beneficiar-se de estudos que acompanhem a
implementagao da AIA em diferentes contextos judiciarios, avaliando sua efetividade na
identificacdao e mitigagao de riscos. Esse estudo pode ser feito em andlise comparativa com
as avaliagdes de impacto ja realizadas no ambito da privacidade e protecdo de dados. Em
segundo lugar, embora a pesquisa tenha abordado a participacdo de terceiros como
componente essencial da AIA, nao foi possivel desenvolver mecanismos especificos para
garantir a inclusao efetiva de grupos vulneraveis e organizagdes da sociedade civil nos
processos avaliativos. Futuras investigacdes poderiam explorar metodologias participativas
mais inclusivas, especialmente considerando as particularidades regionais e sociais do
Brasil.

A Avaliagao de Impacto Algoritmico ¢ mais do que apenas um instrumento técnico
de governanga: ela representa uma manifestagdo concreta do compromisso democratico do
Poder Judiciario com a transparéncia, accountability e prote¢ao de direitos fundamentais em
sistemas de 1A, traduzindo esses compromissos em etapas, fases e medidas concretas no dia
a dia da gestdo desses sistemas. Em um contexto em que a IA se torna crescentemente no
sistema de justica, a AIA emerge como um mecanismo de salvaguarda essencial contra a
automatizagdo irrefletida de processos que podem impactar profundamente a vida dos
cidadaos, sem as devidas avaliacOes sistematicas € contextuais, sob a Otica da ética e dos
direitos humanos.

A implementagdo efetiva da AIA no Poder Judicidrio brasileiro demandard nao
apenas cumprimento formal das obrigacdes regulamentares, mas mudanga cultural que
reconheca a tecnologia como meio para aprimoramento da justica, ndo como fim em si
mesma. Isso implica investimento continuado em capacitagdo, desenvolvimento de
competéncias técnicas e éticas, e fortalecimento de mecanismos de participagdo social,
principalmente quanto a Comissado de Inteligéncia Artificial do Poder Judiciario, quem ditara
as regras para os tribunais.

Desta maneira, a experiéncia brasileira com a Resolu¢do 615 e a implementagado
sistematica de AIAs nos tribunais de justiga, pode posicionar o pais como referéncia
internacional em governanga de IA no setor judicidrio. O modelo desenvolvido,
fundamentado na protecdo de direitos humanos, na ética e na participagdo democratica,
oferece pratica e alternativa para a implementacdo desse instrumento para cumprimento do

accountability.
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A responsabilidade compartilhada entre CNJ, tribunais, magistrados, servidores e
sociedade civil na implementacdo desses mecanismos de accountability representa
oportunidade de democratizacdo da governanga de sistemas de IA no Poder Judiciario,

estabelecendo precedente importante para outras areas da administragao publica brasileira.
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